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any current or future media, including reprinting/repebing However, precisely because of the lack of a scheduling algo-
this material for advertising or promotional purposesatirgy rithm, the exiting two-stage switches rely heavily on reser
new collective works, for resale or redistribution to sesver vation which, although guarantees 100% throughput, ssuffer
lists, or reuse of any copyrighted component of this work iannecessarily long delays when the traffic load is not high.
other works. The DM switch is based on the simple idea of combining

the strengths of both the input-buffered switch and the two-

Abstract—High speed switch is one of the key components stage switch. As shown in Fig. 1, it uses two switching fabric
in modern networks. In this paper, we propose the Distribute operating at the line rate and introduces tinédle nodes
and Match (DM) switch, a novel switch that achieves 100% petween the switching fabrics to buffer packets. Packets ar

throughput while maintaining packet order without requiri ng . .
speedup of the switching fabric. The DM switch has two switcing first transfered from the input ports to the middle nodes then

stages, where the first stage distributes the packets to theiddle O the output ports, either amntention packetsr reservation
nodes and the second stage forwards packets either accorgino packets The first stage is called thdistributing stageand
a matching algorithm or based on reservation. The DM switch follows the same fixed connection schedule as the two-stage
achieves good performance because the matching algorithns i g\itch. The second stage is called thatching stageand is so

usually capable of forwarding packets with small delay up to . . .
mediu¥n Iogd, while under hi%hpload, the DM switch a)(/:tivgtes named because under low or medium loads, it usually works in

the reservation mode and can sustain high throughput. Our the contention mode, i.e., allowing packets to competetfer t
simulation confirm that the DM switch achieves overall bette access of the output ports according to a matching algorithm
performance than other compared implementable switches. The synergy between the distributing stage and the matching
stage leads to a good performance. Comparing to the input-
buffered switch, the matching stage accepts randomizead inp
High speed switch is one of the key components in modewhich facilitates the discovery of good schedules. Conmggri
networks. A switch has multiple input and output linego the two-stage switch, employing a matching algorithm
connected by the switching fabric, which forwards the p&&kemproves the success rate of contention resolution, sugh th
from the input side to the output side. Typically, at eactuinpthe DM switch starts the reservation mode at a much higher
port, packets are buffered and organized as Virtual Outdoad hence improving the delay performance under low or
Queues (VOQ), one queue for each output port. To resolredium traffic load. Under high loads, the matching stage
output contention, i.e., multiple inputs sending packetthe switches to the reservation mode, i.e., sends packetsdingor
same output, a scheduling algorithm can be employed to fital synchronized schedules, and the DM switch enjoys the
a contention-free schedule [7], [8]. For switch with onlpit  performance guarantees based on reservation.
buffers, the bottleneck is usually the scheduling algamith The DM switch is a good option for cases when the length
because the running time of the algorithm is constrained by a time slot is long enough to allow a scheduler to find a
the length of a time slot and optimal algorithms cannot hmatching, such as those currently employing the inputdratf
employed due to their complexities. With practical aldumis, switches. It improves the performance over the input-batfe
the input-buffered switch may incur long delay when the loaslvitches by borrowing the advantages from the two-stage
is high under certain types of traffic. switches. The design of the DM switch faces the following
Another type of switch is the two-stage switch [1], [3]key challenges. First, due to the distribution stage, pacike
[4], [5], [6], which has two switching fabrics operating athe same flow may be randomly stored at different middle
the line rate, both following a fixed, round-robin schedulaodes; however, to maintain packet order, only the oldest
to connect the inputs to the outputs. The two-stage switplacket in a flow should be sent. Therefore, a mechanism
basically employs no scheduling algorithm, and can achieshould be designed to maintain packet order with both low

|I. INTRODUCTION



7m7 - An input port may operate in two modes, theservation
ﬁ ﬂ modeand thecontention modeThe reservation mode always
O - starts at the time slot when the input port is connectedifo
E‘ *ﬁ* At this time slot, if the input port has at least one VOQ with
reserved ; length no less thaV, it selects one according to round-robin
5 contenion and starts the reservation mode and will stay in this mode for
(i N time slots. That is, it continuously sends packets in this
ﬂ“ *ﬂ* I~ VOQ asreservation packetfor N time slots, one to each
put <1 e < middle node due to the connection of SF1. TN_epackets
VOO node are called aframe and the packet stored dl/, is called
Fig. 1. The DM switch. the head-of-framepacket. After a frame is sent, the input

time complexity and low hardware complexity. Second, theort is connected talf, again and may start another cycle
DM switch supports two modes of packet forwarding, eith&¥ reservation mode. A middle nodes receives the reservatio
through contention or through reservation. The interacti®@ckets and stores them in fesservation bufferwhich is also
of the two modes should be carefully designed to achie@éganized intoV queues referred to @&VQ, one queue for
good performance under all loads. In this paper, we addr&®ch output port. Packets arrived at the reservation bafter
these challenges, and our simulation show that the DM switéRrved according to the first-in-first-out rule. .
achieves desirable performance. At any time slot, if an input port is not in the reservation
The rest of the paper is organized as follows. Section .rrpodez itis in the contention que. A packet sent while the
describes the DM switch. Section Il proves that the DN[PUt is in the contention mode is calledcantention packet
switch achieves 100% throughput if the matching is maximapUPPOse the current time slotigind /; is connected ta/, . If
Section IV evaluates the DM switch with simulations. Sectiothere is at least one non-empty VOR will attempt to send a

V discusses the related works. Section VI concludes therpag@ntention packet td/,.. When there are multiple non-empty
VOQs, I; chooses a VOQ based on round-robin. However,

Il. THE DM SwiITCH unlike the reservation packets that can always be senthehet
a contention packet can be sent is determined/byNote that

in addition to the reservation buffer, each middle node $old
a separate buffer called tlentention buffedenoted a<TB,
that stores only the contention packets. Unlike the resierva

We consider the switches operate in a time-slotted manngyiffer that has no constraint on size, a contention buffer ca
where the length of a time slot is the time to send a packet. TRg|d exactly W packets. We call locatiot mod W the
switch size is denoted a8. Input porti, middle noder, and  cyrrent locationof the contention buffer. Basically; can send
output portj are denoted a$, M,, and O; respectively, for 5 packet tol, at time slott if there is no packet stored at
0<4,rj<N-1 FlowF(i,j) refers to the packets arrivedine current location; and if a packet is sent, it will be stbre
at J; destined to0;. A packet is ahead-of-flow packetf it at the current locationFor this reason, the contention buffer
is in the buffer and is the oldest packet in a flow. is said to betimestamp-indexed

The decision making elements often has to make selectionshe middle nodes are connected to the output ports through
from a set of candidates, represented by a binary veciQfitching fabric 2, denoted as SF2, which is a crossbar and is
where ‘1’ means a candidate and ‘0" otherwise. In the DMsed to send both the reservation packets and the contention
switch, all such decisions are made basedraund-robin packets. Like the input ports, an output port can also be in
That is, a decision making unit keeps a round-robin pointg{yo modes, the reservation mode and the contention mode.
and always selects the candidate with an index closest to U)Je starts reservation mode always at time sla¥v — j,
pointer clockwise, wrapping around if necessary. The reungaled theframe checking poinfor some integet:. It checks
robin pointer, if needs to be updated, is updated to be ti@ether s, has a reservation packet to it that is a head-of-
index clockwisely next to the last selected candidate, piraP flow packet. If so, it will be operating in reservation modeian
around if necessary. For example, suppd'se 6. If the vector || continuously receive reservation packets from the afed
is [010100] while the pointer at 4, the selected candidate wiligdes for N time slots, one from each middle node, in an
be 1 and the pointer will be updated to 2. ascending order according to the indices of the middle nodes
All such packets belong to a same frame planted sequentially
in the middle nodes by the input port.

The DM switch is shown in Fig. 1. Each input port has a If an output port is not in the reservation mode, it is in
buffer organized intaV VOQs. The input ports are connectedhe contention mode. When a middle node is not sending a
to the middle nodes via the first switching fabric of the DMeservation packet, it is in the contention mode. Concdlgtua
switch, referred to as SF1. SF1 follows a fixed, round-robm bipartite graph exists between the middle nodes and the
switching pattern: if the current time slot is I; will be output ports that are in the contention mode.Mf. holds
connected taV/, wherer = (i +¢) mod N. a contention packet destined t0; that is a head-of-flow

We describe the design of the DM switch in this section.

A. Preliminaries and Notations

B. Hardware Setup and Packet Forwarding Modes



packet, there is an edge exists between them, i.e., a camtent « Individual Block: No input port should send contention
packet can be transfered frofd, to O;. The packet transfer packets destined t@); if there is a reservation packet
schedule is determined by a matching algorithm calculated destined toO; still in the buffer.

in parallel betweenV middle node schedulers and output \we prove in Section IIl that these two simple rules guarantee
port schedulers. In every time slot, it finds a matching ared ”&chieving 100% throughput in the DM switch.

middle noo!es send pa(_:kets to the output ports according tqp, practice, each output port checks its IFQs and if an

the edges in the matching. The algorithm can be any paraligly contains reservation packets but its head packet is not
matching algorithm, such as iSLIP [7]. a reservation packet, a Global Block should be activated by

C. The Information Queue and Maintaining the Packet Ordé&€nerating a bit. The bits from all output ports are “or"edian-
T L K q K b | can be announced. Each middle node knows the state of its

h 0 ma|nta||r(;|ng pack et grler, a pac Et can eﬂsent onlY Bservation buffer, and can generatelaibit vector to indicate

there is no older packets belonging to the same flow stored o er an individual block is needed for an output port,ta bi

the buffers of the switch. In the DM switch, this is achievegeing ‘1 means needed and ‘O’ otherwise. This vector can be
by maintaining Information Queues (IFQ) at each OUtPUL.POjrvise “or'ed with the vectors from all other middle nodes,

Basically, 0; maintains/FQ);; for 0 < i < N, wherelFQi; - an4 then can be sent to the input ports via the connection
stores the information about the packets arrived; atestined between the input ports and the middle nodes

to O, that are currently buffered in the middle nodes, including

reservation buffer ano_l t_he contention buffer. The inforiumt E. Discussions

includes: 1) whether it is a reservation or contention pgcke . . ]

2) the index of the middle node storing this packet, and 3) the The DM switch, compared to a typical two-stage switch,

time stamp of the packet. This information can be maintain&fPloys a different switching fabric in the second stage

by asking a middle node to send a message to the output Mgb!e of dynamic confl_gurau_ons. However, the switching

each time slot. As a middle node can receive at most offPric is the same as that in an input-buffered switch and may

packet per time slot, the message is about only one pacﬁ@iploy_ the same schedullng algorithm. In eac_:h time slot_, the

and can be encoded into only 2 bits, where one bit indicat@d! Switch may require control message passing: 1) a middle

whether a packet is received or not and the other indicat@des needs to send the 2-bit packet information to an output

whether it is a reservation or contention packet. The outp@'t to maintain the IFQs, 2) an output port needs to send

port, based on the index of the middle node, can find out tHe€ lowerlog, W bits of the time stamp to a middle node

input port where this packet came from, because SF1 follofs S€lect a packet, 3) the output ports need to send 1 bit for

a fixed connection pattern. Note that to run the scheduliffigoPal Block to the input side of the switch, and 4) the middle

algorithm, each middle node scheduler is already connecfiefiés needs to senl bits for Individual Block to the input

by N wires to all the output port schedulers and such wirédde of the switch. While this may increase the complexity of

can be used to carry the messages. the switch, we t_)elleve the cost is far from prohibitive. Weoal
With IFQs, at the frame checking point, the output pOIqote that with _S|mple hardvyare, all such control messages ca

knows if the head packet at the reservation buffer is a hedtft 9enerated in constant time.

of-flow packet, and will start to receive the frame only ifst i i

Packets belonging to the same frame are sent to the midfieAn Example of the Operation

nodes in order and are received by the output port in order. The major principles of the DM switch can be illustrated
For the contention packets, an output port scheduler sendgh a simple example shown in Fig. 2 on a smak3DM

a request to the middle node scheduler if and only if thessvitch for 4 time slots wherd? = 3. The contention buffer

exists an IFQ whose head packet is stored in the contentisrshown at the top of each middle node.

buffer at this middle node. Therefore, M, is matched ta0;, At time slot 0, I; is connected taV/, by SF1 wherer = i.

there must be a packet that can be transfered. If the algoritli, finds a reservation frame fof; in its buffer, and sends

schedules a transfer frof/,. to O;, Oy first selects a packet a reservation packetl; and I, both have buffered packets,

according to round-robin, because there could be multipfiestined toO; and O,, respectively. However, the current

IFQs whose head packets are storeddn O; then sends the contention buffer location is assumed to be the right maut sl

lower log, W bits of the time stamp of the selected packet tand both of the buffer locations if; and M- are occupied,

M, with which M, can locate the packet in constant time. hence the packets cannot be sab's frame check point is

time slot 0, and it finds a reservation frame and receives the

packet stored ably. The rest of the middle nodes and output
The DM switch sends packet either in the reservatiqybrts, i.e.,My, M>, O; and O, run in the connection mode.

mode or the contention mode. We use two simple rules fay, is storing two packets belonging to two flows(1, 2)

coordinating between the two modes: and F(2,1), where both packets are head-of-flow packets.
« Global Block: No input port should send contention}, is storing two packets belonging to two flows(2,1)

packets if there is a frame of reservation packets whoaed F'(2,2), where the packet of'(2,2) is a head-of-flow
head-of-frame packet is not a head-of-flow packet.  packet while the packet of'(2,1) is not. Therefore, there

D. The Interaction between Reservation and Contention



input output input output

First, we note that

% 7%7 L % 1.2) i%* L Le_mma 1: The number of packets in the buffer of an input
(1,2)~Em,~~gzeéld) / \:\tm port Is never more t_haw2: _ _
E % - % ,g, | _ Pr.oof: We use induction. Co_nsu_jer an mput pdrt The
@+ / claim is clearly true at the beginning of time slotwhen
| i %‘5‘ H2.2) % (2,1)—7%g | I; is first connected taVf,. Suppose this is still true till the
—o beginning of time slot + kN, we will prove that it is still
Time slot 0 Time slot 1 true till the beginning of time slot + (k + 1)N. To see this,
input ouput input output note thz?\t if there .is a VOQ whose s_ize is no less tharat
Dfmm = Elfl‘i[\\\(Z,Z) the beglnmng of time slot+ kN the input will start to send
O E—— — —= — a reservation frame. As there is one departure and at most one
— ‘ — arrival per time slot, the total number of buffered packedsrf
— E —d — time sloti+ kN to the beginning of time slat+ (k+1) N will
e e not be more than that at the beginning of time slat kN,
g i E, - and our claim is true due to the induction hypothesis. Ifeher
is no VOQ whose size is no less thah at the beginning of
Time slot 2 Time slot 3 time sloti + kN, the total number of packets cannot exceed
Fig. 2. An example of a 83 DM switch. A highlighted cell represents IV (V — 1), therefore it cannot be greater thaf¥ after only
a packet being transfered. A bold line represents a pachesfer, where N time slots.! [ |

the green and black line represent the transfer of a refmmvacket and a consjder a conceptual quelie storing only the reservation

contention packet, respectively. A non-bold solid lineresgnts a connection. . . :

A dashed line represents a request from a middle node to gutoport. packets in the DM switch fo0);, and letU;(t) be the length

ist ed b 0 0 q 0 h of it at time slot¢. Let U; denote the output queue for the

eX'Str? gesl e_tvr\:ee(:cf_\zlg 1), (Mlh’. 2), at? (MQ’d 2): The  same output port in an output-buffered switch, whose input

matc N9 algorit M finds a matching with two edges. process is the same as the arrival process of the reservation
At time slot 1, J; is connected taV/, by SF1 wherer = packets at the middle nodes of the DM switch, andUigtt)

(i +1) mod 3. Iy continues to send the reservation packej, yhe |ength of it at time slat The key of our proof is the
I, is connected tal/, where the contention buffer Iocat'onfollowing lemma

is free; however, the packet in its buffer still cannot betsen | .yma 2:U,(t) < Us(t) + N2W + N for any ¢t if the
L e . . Vg =~ Yy

due to Individual Block because it is destined @ while  gcpeqyjing algorithm aiways finds a maximal matching.
there are reservation packets in the buffers ¢ar > sends Proof: Supposel/; becomes nonempty at time sl
a contention packet td/,. Op receiv_es the reserva_tion packet, 4 stays nonempty Ljntil time sl@t. We claim thatl/; (¢) <
from M. My, Ma, O, _and O; run in the_connectlon mode, Us(t) + N2W + N for any Ty < t < Tj. The same fact
and the packet belonging #8(2, 1) stored in}M> becomes the hg)lds for any non-empty periods &f; and the bound can be
head-of-flow packet, and is sent. established.

At time slot 2, J; is connected tal/, by SF1 wherer = \we say(J; is idle when O, is not receiving reservation

(i +2) mod 3. I, continues to send the reservation packeba kets. We prove this claim by arguing that there can be at
I still cannot send the packet due to Individual Bloah most N2W + N time slots whenU; is idle from T, to 7.
receives the reservation packet fravfy. As this time slot the Let A;(t) and L;(t) be the number of packets arrived G
frame checking point o), O, finds a reservation frame a”dand the number of idle slots df; till time slot ¢ sinceT(j,
starts to receive the reservation packiét. and O run in the respectively. Clearly,
connection mode, and the contention packebdnis sent.

At time slot 3,J; is connected ta\/, by SF1 where- = . Uj(t) = A;j(t) — (t = To) + L; ().
Iy sends a contention packdi. still cannot send the packeton the other hand
due to Individual Block.O; receives the reservation paCkebrocess,
from M;. My, M>, Oy and O, run in the connection mode, * N
and the packet i/, is sent. Ui () 2 4;(t) = (¢ = To),

, d3; andU are subject to the same input

because the output-buffered queue is work-conservative.
1. ACHIEVING 100% THROUGHPUT Therefore, ifL;(t) < N*W + N for all ¢, our claim is true.
To see this, we note that the first frame check point of

In this section, we prove important theoretical propertie W i | fterl.. We sh hat af
of the DM switch. We show that if the matching algorithm is’7 starts at mostv time slots afterl,. We show that after

capable of finding a maximal matching, the number of bufferé'ae first frarr;e ch_ecklng point/; is |dle_for a total_ of no
packets in the DM switch for any output port is never mor ore thanN=W time slots, henc_e proving the claim. Note
than a constant away from the number of buffered packetsf At if the p_acket at the head of; is a head-of-ﬂow packet,_
the same output port in an output-buffered switch subject e transmission of a frame can begin at a frame checking
the same arrival process, therefore the DM switch aChieveSThe same result as Lemma 1 has been proved in [1] for the CRIswit
100% throughput. The proof here is different and is provided for completeness



point. The transmission cannot begin, i.&/; is forced to packets, we have
be idle, only in the case when the packet at the heali;of Lemma 3:The total number of packets buffered in the DM
is not a head-of-flow packet. In this case, there must beswitch destined t@); can be at mo2N?*+ N2 W + NW + N
contention packet belonging to the same flow stored in tineore than that in the output queue 6f in an ideal output-
contention buffer of some middle nodes. We prove thdf;if buffered switch subject to the same arrival process if the
is idle for N2 ¥ time slots after the first frame checking pointmatching algorithm always finds maximal matchings.
all contention packets destined t@; are sent during these Therefore,
time slots. Note that because of the Individual Block, from Theorem 1:The DM switch achieves 100% throughput if
time T, the DM switch will refrain all inputs from sending the matching algorithm always finds maximal matchings.
contention packets destined & into the middle nodes until
T:. Therefore, there will be no new contention packets arrived
at the middle nodes arid; will not be idle for the rest of the ~ We tested the performance of the DM switch with extensive
time slots till 77. simulations on a 32 by 32 switch whef® = 4096. In the
Note that at the frame checking point 6f;, if the frame simulation, the arrival of packets at an input port is indepe
cannot be sent/; will be idle for the nextV time slots. We dent of other input ports. Two arrival processes are consitje
call such N idle time slots anidle frame The idle periods Bernoulli and bursty. If Bernoulli, a packet arrives at apun
of U; will be a set of idle frames. Consider a middle nodeort with a certain probability independent of other timetsl
say M,. During each idle frame, there is at least one timé bursty, a burst of packets arrive consecutively at an inpu
slot in which M, is not sending reservation packet, becaugmrt, the length of which is random and follows truncated
U, is idle. Therefore M, will have the opportunity to send aPareto distribution, where the probability that the buesigth
content|0n packet. If the total idle period after the firstrfie is s is C/s*5 for 1 < s < 1000 and C' = 1/(3"1%% s25)
check point is no less thatv2WW, there are at leasNWW [1]. Two methods are simulated to determine the destination
idle frames andM, will have a total of no less thatv  of a packet: uniform across all output ports or non-uniform.
opportunities. During these opportunitiéd,. is either free, or If non-uniform, a packet arrives & is destined toO; with
is sending contention packets &, or is sending contention probabilityu+(1—x)/N and is destined t@; with probability
packets to output ports other than. Denote the time spent (1—u)/N for j # i. ;1 is the “unbalance factor” and is set to be
in each category before all contention packetsGip stored 0.5 [9]. The destinations of packets under Bernoulli atrara
in M, are sent asyy, w1, andws, respectively. As a middle chosen independently; the destinations of packets beigrigi
node holds at modt/ contention packets, we haug +ws < the same burst are the same. We therefore have four types of
W. wg is at most(N — 1), because first, if there are stilltraffic: the Bernoulli uniform traffic (BERUNI), the Berndul
contention packets t@); at M, while M, is idle, it must non-uniform traffic (BERNUN), the bursty uniform traffic
be the case thaD; is receiving a contention packet, as th¢BURUNI), and the bursty non-uniform traffic (BURNUN).
matching is maximal. Second, there can be at nig¢st 1)W  For comparison, the results of three other switches are also
contention packets stored in other middle nodes, becaubke vahown: the input-buffered switch with no speed up runnirgg th
Global Block, before all contention packets® that are older iSLIP algorithm for 4 iterations (1Q), the ideal output-fered
than the reservation packets & are sent, the DM switch is switch (OQ), and the CR switch (CR) [1].
refraining all contention packets be sent to the middle sode Fig. 3 shows performance of the switches measured by the
As a result, afterN2W idle time slots, there cannot be anypacket delay. We note that firshe DM switch achieves better
contention packets t@); left in M,. The claim is proved as performance than the CR switch when the traffic load is not
the same fact holds for all middle nodes. B high and achieves similar performance when the traffic load
With Lemma 2, we may prove Lemma 3 using a very simildas high for all four types of trafficThis is not a surprise
approach as Lemma 11 in [1]. The discussion is providdéecause when the traffic load is low, both switches run in the
here for completeness. Basically, 8t (¢), A(t), As(t) be contention mode, but the DM switch employs the matching
the number of arrived packets destined @ up to time¢ algorithm which is more efficient than the contention method
at the DM switch, the middle nodes of the DM switch, andf the CR switch. When the load is medium, the DM switch
U,, respectively. Let, (¢) be the number of buffered packetsontinues to operate in contention mode while the CR switch
for O; at an ideal output-buffered switch when the arrivahay have activated the reservation mode which incurs longer
process isA,(t) for ¢ = 1,2,3. Lemma 2 establishes thatdelay. When the traffic is high, both switches operate in the
U;(t) < Ys(t)+ N?W + N. Because the number of arrival atreservation mode thus have similar performances.
U is no more than the number of arrivals at the middle nodes,Secondunder non-uniform traffic, the DM switch achieves
Lemma 11 in [1] shows thats(t) < Ya(t). Also, Lemma 1 similar or better performance than the 1Q switcihen the
shows that the number of buffered packets in an input buffeaffic load is not high, two switches has similar performanc
cannot exceedV?, which leads toAs(t) > A;(t) + N3, and The DM switch shows advantage when the traffic load is
Lemma 11 in [1] shows that>(t) < Yi(t) + N3. Therefore, high due to the activation of the reservation mode, while the
U;(t) <Yi(t)+ N3+ N2W + N. Noting that the DM switch 1Q switch cannot keep up with the load because the iSLIP
can buffer at mostV? + NW packets besides the reservatiomlgorithm cannot converge to best matchings when the traffic

IV. SIMULATIONS
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Fig. 3. The performance of the switches.

is not uniform.Under uniform traffic, the DM switch achieves

switch is configured according to a matching algorithm far th
contention packets, while both stages of the two-stagecbwit
follow a fixed connection pattern. Adding more intelligence
to the configuration of the switching fabric, the DM switch
does not have to invoke reservation mode until high load. As
a result, unlike switches adopting a fixed switching schedul
at both stages such as switches proposed in [1], [2], the DM
switch does not suffer th¥ /2 delay at low and medium loads.

The CIOQ switch achieves 100% throughput [10], [11].
It uses only one switching fabric which requires a certain
speedup. The DM switch employs two switching fabrics
without speedup. As of today, the DM switch may offer
a more attractable tradeoff between cost and performance,
because maintaining the speedup may become increasingly
more difficult as the line rate continues to increase.

The DM switch uses the IFQ and the timestamp-indexed
contention buffer for maintaining packet order. SimilaQIF
and timestamp-indexed buffer were adopted in the OpCut
switch [12]. However, the OpCut switch does not support the
reservation mode and cannot guarantee 100% throughput.

VI. CONCLUSIONS

In this paper, we propose the Distribute and Match (DM)
switch that achieves 100% throughput while maintaining
packet order without requiring speedup of the switchingitab
The DM switch has two switching stages, the distributiogsta
and the matching stage, and forwards packets either aogprdi
to a matching algorithm or based on reservation. It achieves
good performance because the matching stage is very efficien
in forwarding packets up to medium load; while under high
load, it relies on reservation and can sustain 100% throuighp
Our simulations confirm that the DM switch achieves overall
better performance than compared implementable switches.
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