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Abstract—Mobile crowd sensing is a technique where a crowd sensing server outsources sensing tasks to the crowd for mobile data

collection. In mobile crowd sensing, some tasks require location information to achieve their objectives, such as road monitoring, indoor

floor plan reconstruction, and smart transportation. This required information incurs severe concerns on location privacy leakage and

threatens workers’ properties as well as public safety. In some cases, even sensing data itself can be used as auxiliary information

resulting in location privacy breaches. Many existing works apply differential privacy mechanisms for location privacy preservation to

tackle this problem, but they cannot efficiently fulfill privacy goals because each worker only considers his own privacy. As a

consequence, the accumulated privacy budget will lower down the composed privacy level of all the workers’ locations. In addition,

deploying differential privacy is costly for workers and it will degrade the quality of data required in crowd sensing tasks. How to balance

the cost and provide accurate aggregated data while fulfilling privacy objectives becomes a challenging issue. In this paper, we

propose a group-differentially-private game-theoretical solution, which addresses these limitations in a privacy-preserving and efficient

way. Our scheme enables the indistinguishability of workers’ locations and sensing data without the help of a trusted entity while

meeting the accuracy demands of crowd sensing tasks. The effectiveness and efficiency of our scheme are thoroughly evaluated

based on real-world datasets.

Index Terms—Mobile crowd sensing, location privacy, game theory, differential privacy

Ç

1 INTRODUCTION

MOBILE crowd sensing is an emerging sensing para-
digm that outsources the collection of data to a

crowd of participating workers with mobile devices.
Mobile devices are equipped with a plethora of on-board
sensors (e.g., compass, accelerometer, gyroscope, cam-
era, GPS) to sense various types of data. Specifically,
location data sensed by GPS has been applied to serve a
wide spectrum of location-based mobile crowd sensing
applications, including road monitoring [1], indoor
floor plan reconstruction [2], and smart transportation
[3]. Workers who participate in the location-centric
mobile crowd sensing usually have to upload data con-
taining their location information. For example, in a
noise-monitoring mobile crowd sensing system, the
server collects the noise level data at preset time slots
near noise sources to estimate the noise exposure, and
further provides references to noise control methodolo-
gies. McAlexander et al. in [4] set up a process for col-
lecting and analyzing noise data throughout New York
City from the crowd. Workers in the area near noise

sources will provide their locations together with time
and sensed noise levels to the crowd sensing server.
However, the disclosure of actual locations that a
worker visited with timestamps will compromise his
location privacy and be used to infer his daily routines,
personal interests, etc. Another aspect of privacy
breaches resides in the noise level data itself. For a
single, non-directional noise source, its noise power
will diminish inversely to the square of the distance
from the source because the sound energy is spreading
over the increasing area of a sphere. The sound pres-
sure levels of various random and uncorrelated noise
sources can be added together [5]. Given this knowl-
edge, since the server knows the exact locations of noise
sources and even has the open access to estimated noise
level online (e.g., Manhanttan noise map [6]), it can esti-
mate the noise levels at locations with different distan-
ces to noise sources. Workers’ actual distances to the
noise centers can be reckoned, and finally, their actual
locations can be inferred. Thus, noise level data should
also be protected. To address these issues, every worker
should incorporate a privacy-preserving mechanism to
both their locations and sensing data. However, ano-
nymizing workers’ data alone is not helpful in the sense
that anonymized data still can be used to infer daily
patterns and other information [7], [8].

Differential privacy [9] is a mechanism applied in numer-
ous systems to protect data privacy. In our noise-monitoring
crowd sensing scenario, if everyone simply deploys a differ-
ential privacy mechanism to himself without cooperating
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with others, the group privacy level of their locations at one
time will be far lower than their individual privacy levels
due to the composition property of differential privacy [9].
To achieve a low composed budget, the simplest way is
decreasing each worker’s privacy budget, but it will bring
large variances in workers’ perturbed data and hinder the
completion of tasks. Differential privacy can also be embed-
ded in the sensing data for location protection because noise
level data possesses some location-related characteristics as
mentioned above. Obviously, protecting privacy is bound to
degrade data accuracy and service quality in mobile crowd
sensing while consuming more computation resources and
energy. Therefore, without a proper scheme designed for
protecting the group location privacy and data privacywhile
guaranteeing task accuracy, workers will be reluctant to par-
ticipate in location-based mobile crowd sensing tasks and
the crowd sensing server cannot make desired profits from
collected data nor provide sound data services.

Our Contributions. Our work enables location-related dif-
ferential privacy for a group of workers. The Bayesian game
[10] is deployed to model workers’ behaviors and costs, giv-
ing a practical basis for formal decision making and algo-
rithm development . We list our contributions as follows:

� Our scheme fulfills indistinguishability for locations
without the help of a trusted entity. Moreover, loca-
tions cannot be inferred from workers’ sensing data.
Sensitive information leakage can be effectively
restricted even for a group of workers.

� The server receives data with the desired accuracy
when workers’ data is protected.

� Our scheme enables workers to make proper choices
for cost minimization while being aware of malicious
workers during decision making.

The remainder of this paper is organized as follows.
Section 2 introduces several preliminaries. Section 3 presents
the system architecture and the adversary model. A new
location inference attack is proposed and analyzed in
Section 4. Then, we describe the detailed game in Section 5,
followed by the privacy preservation scheme. The protocol is
evaluated in Section 6. In the following Section 7, we briefly
review some relevant works and their deficiencies. Finally,
Section 8 concludes the paper.

2 PRELIMINARIES

2.1 Physics of Sound and Noise Control

As introduced in the Noise Manual [5], the decibel notation
of sound pressure level (SPL) is:

Lp ¼ 20 log
p

p0

� �
¼ 10 log

p2

p20

� �
; (1)

where p is the measured root-mean square (rms) sound
pressure and p0 is the reference rms sound pressure. The
reference distance to the sound source is set to be r0. The
effectiveness of a noise control method is usually evaluated
from the arithmetic difference between the SPLs measured
at two locations as Lp1 � Lp2 , one on either side of a noise
control device, or at the same fixed measuring location
before and after a noise control method has been applied.

Sound levels can be added together in decibels when
there are multiple noise sources. An example is the estima-
tion of the total SPL due to the addition of a new machine of
known sound output to an existing noise environment of
known characteristics. The addition equation of the sound
levels forN random, uncorrelated sounds is

LP ¼ 10 log

PN
i¼1 p

2
i

p20

 !
¼ 10 log

XN
i¼1

p2i
p20

 !
:

From Equation (1), we find that p2i =p
2
0 ¼ 10

Lpi
10 . Hence,

LP ¼ 10 log
XN
i¼1

10
Lpi
10

 !
; (2)

where LP is the total SPL in decibels generated byN sources
and Lpi represents the individual SPLs to be added.

Many noise-control problems require knowledge of the
relationship between sound fields and SPL. We only intro-
duce the free field here for simplicity. A free field exists
when sound radiates into space from a source and there is
nothing to impede the sound energy as it flows from the
source. Considering a small and nondirectional sound
source that is radiating sound equally in all directions, the
SPL will be the same at any point on the surface of a sphere
centered on the source. The sound intensity diminishes
inversely as the square of the distance, r, from the source
since the sound energy is spreading over the increasing

area of the sphere (4pr2). Thus, the decrease of noise level

with respect to the distance from a nondirectional noise

source is proportional to 10 log 1
r2

��� ���.
2.2 Differential Privacy

Differential privacy is first introduced in the database,
where a database can be viewed as a set of rows. Databases
D1 and D2 differ in at most one element if one dataset is a
proper subset of the other and the larger database contains
just one additional row [9].

Definition 2.1 (Differential Privacy). A randomized func-
tion K gives �-differential privacy if for all data sets D1 and D2

differing on at most one element, and all S � RangeðKÞ,

Pr½KðD1Þ 2 S� � expð�Þ � Pr½KðD2Þ 2 S�: (3)

The probability is taken over the coin tosses of K.

Differential privacy can also be interpreted to be
ða;bÞ-accurate as introduced in [9].

Definition 2.2 (ða;bÞ-Accuracy). For two random variables Y1

and Y2 within the range, Y1 is ða;bÞ-accurate to Y2 if and only if
Pr½jY1 � Y2j � a� � b, where b 2 ð0; 1Þ.

Geo-indistinguishability [11] is a formal notion of pri-
vacy for location-based systems to protect the actual loca-
tion of a user (worker), while still allowing approximate
information needed for a certain desired service to be
released. The indistinguishability of locations is achieved so
that an adversary cannot tell a random location from the
actual location. Geo-indistinguishability is an extension of
the generalized version of differential privacy.
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Definition 2.3 (Geo-indistinguishability). For any radius
r > 0, a mechanism K satisfies �r-geo-indistinguishability iff
the worker enjoys �r-privacy within r.

The �r-geo-indistinguishability is mathematically defined
as: a mechanism satisfies �r-geo-indistinguishability iff for
all observations in a set of possible reported values S, the
probability that the worker is assumed to be located at x
and x0 are bounded as

P ðSjxÞ
P ðSjx0Þ � e�r; 8 r > 0; 8x; x0 : dðx; x0Þ � r: (4)

One property of geo-indistinguishability is that the pri-
vacy level at a location is smaller when it is farther away
from the worker’s location. Within a small radius, for
instance, r ¼ 1 km, �r is also small, which guarantees that
the attacker cannot infer the worker’s location. When r
increases, such as r ¼ 10 km, �r becomes very large, and the
attacker can infer that the worker is located within a city
with high probability. Adding noise is a way to fulfill the
requirements of geo-indistinguishability, which is the same
as traditional differential privacy. However, since the loca-
tion is a two-dimensional coordinate including longitude
and latitude, we should add a planar Laplace distribution
in the polar coordinate system to the location. For example,
given an actual location x ¼ ðs; tÞ, we need to pick a point
ðrc; uÞ from the polar Laplacian. Then, the obfuscated point
will be z ¼ ðsþ rc cos u; tþ rc sin uÞ.

3 SYSTEM MODEL

3.1 System Overview

Our system shown in Fig. 1 consists of a LBS server and a
set of participating workers, denoted asW :¼ fW1; . . . ;Wwg.

� LBS Server: The LBS server publishes a set of K sens-
ing tasks, denoted as T ¼ fT1; . . . ; TKg, and corre-
sponding rewards, e.g., a fixed or flexible (determined
by the workload of each worker) amount of financial
compensation, for workers to participate. It is also
responsible for distributing public parameters for pri-
vacy preservation to workers and aggregating data
collected by workers. One practical scenario is a noise
controlling one: the server is notified of several newly
coming noise sources and wants to check how these
sources impact the neighborhood. The workers’ loca-
tions and noise data are not required to be exactly the
same as ground truth, but should be bounded in a

certain range (the locations are in the wanted neigh-
borhood and the noise data can reflect the impact) to
retain the task utility.

� Workers: A bunch of workers in one sensing region is
required to report noise levels at their locations for
each task. If a worker Wi accepts the task Tj, he will
provide his location and noise level as fli;j; Xi;jg to
the server (cheating, e.g., accept a task but do not
report sensing data, is not related to information pri-
vacy concerns in this paper, so it is not considered).
However, directly reporting data to the server will
impair workers’ privacy. So, in our scheme, workers
only report perturbed locations and falsified noise
levels fl0i;j; X0

i:jg via differential privacy. In case
workers have to collaborate to fulfill privacy goals, a
master is selected to collect information from all
members.

� Wireless Infrastructures: Workers communicate with
the server and each other via cellular networks, such
as 4G/LTE. The communication is done via network
access points such as base stations, so they do not
need to be in close physical proximity for direct com-
munication. The server also relies on cellular net-
works to release tasks and collect data from the
workers. The base station is assumed to be honest
for relaying messages, and it does not reveal work-
ers’ location information from physical properties,
such as signal strength, during the packet relay.
However, it is not a centralized trusted third party
and does not contribute to the privacy protection
process except for packet relaying.

3.2 Adversarial Model

� Server: The server is assumed to be honest but curi-
ous. It will follow rules when announcing tasks, giv-
ing out rewards, and computing the aggregated
data. However, it tries to get workers’ private infor-
mation and make profits from it. The server should
not learn the worker’s private information from
uploaded locations and sensing data.

� Workers: Workers are curious about other workers’
information and may misuse their location and data
information, so a worker’s actual location and sens-
ing data should be kept confidential from others and
hard to be inferred from his/her uploaded data.
There are also malicious workers, who are going to
cheat and make the privacy goal fail.

3.3 Notations and Definitions

For clarity, we summarize the important notations in the
following Table 1 and list their corresponding definitions.

4 LOCATION INFERENCE ATTACK

In the example of noise monitoring crowd sensing, workers
are required to report noise levels with location information,
which further compromises their location privacy. Here,
we identify a new location inference attack to illustrate
this additional location privacy leakage in mobile crowd
sensing.

Fig. 1. System model.
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4.1 Attack Description

This attack is similar to trilateration with auxiliary knowl-
edge. Because the noise level is closely related to the distan-
ces between the noise sources and measuring devices, an
entity that has knowledge of the noise sources’ locations
can deduce a noise map. Assume that the server broadcasts
one sensing task in one round to the target area. We conduct
a simulation with 100� 100 grids as an example, in which
exist three noise sources at the squared regions with coordi-
nates [20,45], [42,40], and [23,37]. The SPLs of noise sources
measured at the reference distances r0 within the red
regions are 100 dB, 90 dB, and 80 dB, respectively. The theo-
retic SPLs distributed in each grid without considering the
specific environments (e.g., building, traffic, and etc.) can be
computed from Equations (1) and (2). For a spot whose dis-
tances to the three red regions are r1, r2, r3, the SPLs
incurred by each individual noise source are Lp1 ¼ 100���20 log r0

r1

��, Lp2 ¼ 90�
��20 log r0

r2

��, and Lp3 ¼ 80�
��20 log r0

r3

��.
Therefore, the SPL after taking all three sources into account

is LP ¼ 10 log
�P3

i¼1 10
Lpi
10
�
. We simulate each grid’s SPL on

MATLAB and list parts of them in Fig 2, where grids con-
taining noise sources are painted red. Suppose there is a
worker resides at the yellow grid and reports his true noise
level data 69.81427 dB. With the help of differential privacy
and geo-indistinguishability, he intends to hide himself in a
circled area colored in green. However, his noise level data is
closer to those in the blue grids, indicating that he is more
likely to appear in the blue region. Thus, his location informa-
tion is further revealed. As a result, we need to randomize
workers’ sensing data to avoid location information leakage.

4.2 The Defending Capability of Differential Privacy

Suppose that the worker applies geo-indistinguishability to
perturb his location l as l0. Then, we will analyze how the
inference ability is restricted by geo-indistinguishability in
traditional inference attacks and how the ability is enhanced
in our proposed attack. The attacker’s goal is to infer the

user’s actual location l. We assume that the adversary has
prior knowledge of the location obfuscation mechanism,
which is named as an informed adversary in [12].

4.2.1 Defending against Traditional Inference Attacks

Since that the adversary knows the distribution of location
obfuscation scheme and the set of possible locations after
observing l0, he can perform the optimal inference attack
and Bayesian inference attack [13] by computing the highest
posterior probability Prðljl0Þ and minimizing the expected
inference error as introduced in [14]. The posterior probabil-
ity distribution follows:

Prðljl0Þ ¼
’ðlÞD�lðl0jlÞP
l2S ’ðlÞD�lðl0jlÞ

;

where ’ is the prior distribution of the set S of possible
locations, D�l is the distribution of the added noise in geo-
indistinguishability, and �l is the privacy budget.

Based on the probability distribution, the expected infer-
ence error is formulated as the expected distance between
the estimated location l̂ and the actual location l

X
l02S

minl02S
X
l2S

’ðlÞD�lðl
0jlÞdðl̂; lÞ: (5)

Thus, the optimal inference attacker guesses a location l̂

by minimizing the expected distance: l̂ ¼ argmin
P

l2S Pr

ðljl0Þdðl̂; lÞ. A Bayesian inference attacker chooses an esti-
mated location by maximizing the posterior probability:
l̂ ¼ argmaxPrðljl0Þ.

According to the analysis in [14], the capability of geo-
indistinguishability for defending against optimal inference
attack and Bayesian inference attack are bounded. The lower

bound of inference error is e��lmin
P ’ðxÞP

’ðyÞ dðl̂; xÞ and the

upper bound of posterior probability is e�l ’ðxÞP
’ðyÞ, where x

and y are random locations in the protected region.

4.2.2 Noise-Level-Involved Inference Attack

Obviously, the defending capability is influenced by the
size of the protected region and the privacy budget.
Our noise-level-involved inference attack can impair the

TABLE 1
Notation Table

Notations Definitions

Tj the jth crowdsensing task in the task set T
W

Tj
i the ith worker in the groupWTj for Tj

li;j the location of worker iwhen carrying out task Tj

Xi;j the sensing data reported by worker i for task Tj

l0i;j; X
0
i;j the perturbed versions of li;j; Xi;j

�l; Ri the privacy budget for location privacy protection
� the accuracy requirement of the reported sensing data
Gpi the privacy gain for ith worker if participate in game
Gdi the privacy gain for ith worker if deceive in game
Si the strategy chosen by the ith worker in the game
S�i the strategies chosen by all workers other than i

ri the type assigned to the ith worker
Ui the utility gained in the game for ith worker
F the distribution of privacy requirements
hi the expected Cooperate probability of worker i
foh�1 the fan-out for parent nodes at height h in the tree
ci;h�1 the value of the ith node at height h� 1 in the tree
D�l ðx0ÞðxÞ the planar Laplace noise that perturb location x0 to x

C�l ðrÞ the cumulative function ofD�l ðx0ÞðxÞ
rli:u

l
i the noises added to location li;j in polar coordinates

Fig. 2. Noise-Location table.
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geo-indistinguishability’s defending capability without
changing the privacy budget, and this negative effect goes
stronger with more noise sources. The adversary in our pro-
posed attackmodel considers the noise level dataX published
by the worker and the locations of all noise sources provided
by the crowd sensing server for deducing the worker’s actual
location. How to scale down the protected region is demon-
strated in Fig. 3 and explained as follows:

Scenario 1: Single Noise Source. The worker is r meters
away from one single noise source with noise level data X
and his location is protected in the gray circle by geo-indis-
tinguishability. The adversary assumes that the worker
locates in the range where all noise levels are X 	 DX.
According to the relationship between SPL and distance
introduced in Section 2.1, the protected region is cut by two
orange circles, whose radiuses are r� D1r and rþ D2r,
respectively. These radiuses are derived from

10 log
r2

ðr� D1rÞ2

�����
����� ¼ 10 log

ðrþ D2rÞ2

r2

�����
����� ¼ DX:

Thus, the protected region is restricted (the white part of the
gray circle). The lower bound of inference error declines
and the upper bound of posterior probability grows, imply-
ing that the attacker can deduce the actual location more
easily.

Theorem 1. When R 
 r, the lower bound of inference error is
decreased by minfD1r;D2rg=R and the upper bound of poste-
rior probability is increased in relationship with 2R2= uðD1r þ½
D2rÞð2rþ D2r� D1rÞ�, where R is the radius of original pro-
tected region and u is the angle shown in Fig. 3.

Proof. When R 
 r, the shrunk protected region can be
approximated by the area difference between two sectors
with the same angle u, which is computed according to
the law of cosines

u ¼ 2 arccos
ðr� D1rÞ2 þ r2 �R2

2rðr� D1rÞ
:

Therefore, the size of the shrunk region is up½ðr þ
D2rÞ2 � ðr� D1rÞ2�=ð2pÞ, which is simplified as uðD1r þ
D2rÞð2rþ D2r� D1rÞ=2.

In the formulation of inference error’s lower bound,
the effects of the region size are canceled out due to the
sum at the denominator and the overall sum, but the
minimum distance between l̂ and the random location x
is reduced from R tominfD1r;D2rg.

As for the upper bound of posterior probability, ’ðxÞ
is not affected because the protect area size is not the
prior knowledge obtained by the attacker. However, the
sum of ’ðyÞ over the protected area is lowered due to
the side information: reduction in protected area size.
The ratio of area reduction is by uðD1rþ D2rÞð2rþ D2r �½
D1rÞ�=2R2. Therefore, the upper bound turns out to be
larger.

The changes in the bounds are proved. tu

How the attack goes stronger for other R and r can also
be derived by computing the area of shrunk protected
region.

Scenario 2: Multiple Noise Sources. If this attack is extended
to multiple noise sources, the border of the shrunk region is
defined by the noise level as follows:

10 log

1
r1

2 þ 1
r2

2 � � � 1
rn2

1
ðr1þDr1Þ2

þ 1
ðr2þDr2Þ2

� � � 1
ðrnþDrnÞ2

������
������ ¼ DX

10 log

1
ðr1�Dr1Þ2

þ 1
ðr2�Dr2Þ2

� � � 1
ðrn�DrnÞ2

1
r1

2 þ 1
r2

2 � � � 1
rn2

�����
����� ¼ DX:

Intuitively, the shrunk region observed by the adversary,
where the noise levels are bounded by X 	 DX, is smaller
than that under the single-source scenario and the inference
attack ability is further reinforced.

5 SCHEME DETAILS

5.1 Overview

In our scheme, the server first publishes a set of sensing
tasks T ¼ fT1; . . . ; TKg and corresponding rewards, i.e.,
money, for workers to participate. A privacy budget for
location privacy �l and a sensing data accuracy requirement
� are announced together by the server. Workers spot these
tasks and decide whether they will accept them according
to the rewards. Then, workers who reside in the task Ti’s
required area and accept this task will form a group WTi .
Assume there is a master worker in WTi who is responsible
for collecting information from all members and computing
individual’s parameters to provide differential privacy in
this group. Group members provide needed information
to the master and receive noise parameters back from the
master. Based on all parameters, the “falsified” locations
and randomized noise levels are calculated and uploaded
by workers.

The privacy budgets �l and accuracy requirement �
require the server to utilize some existing methods to find
out. Since each worker has his own privacy demands, the
budget should satisfy more workers’ privacy demands
while guaranteeing the accuracy, which will enable the
mobile crowd sensing system to collect high-quality data
from the crowd. A game-theoretical approach is necessary
to be incorporated into the design to let the group WTi

choose a proper master, because how to effectively achieve
the composed group privacy goals also needs more efforts
on cooperation. After the game, workers collaborate to reach
group geo-indistinguishability and differential privacy on
the sensing data.

Fig. 3. Attack demonstration.

HUANG ET AL.: INCENTIVIZING CROWDSENSING-BASED NOISE MONITORING WITH DIFFERENTIALLY-PRIVATE LOCATIONS 523

Authorized licensed use limited to: Florida State University. Downloaded on January 24,2023 at 18:05:40 UTC from IEEE Xplore.  Restrictions apply. 



5.2 Private Crowd Sensing Game Model

In the game, for one task Tj, all workers who agree to per-
form this task are making decisions simultaneously without
being informed of others’ choices and game utilities. This
activity is modeled as a non-cooperative Bayesian game
denoted as the Private Crowd sensing Game (PCG). In accor-
dance with the definition of a Bayesian game, the PCG has
the following components:

5.2.1 The Player Set and the Finite Strategy Set

The player setWTj ¼ fWTj
i ji 2 f1; . . . ; Ngg includes all work-

ers currently present within the service area and accept pri-
vacy budgets when conducting the task Tj.

The strategy set Si of a player refers to all available moves
to the player. In our scheme, a malicious master cannot get
the precise information of workers’ locations, but he can
refuse to return the needed values so that the privacy goal
fails. Other workers can decide whether to cooperate with
the master or decline the task to avoid loss. Therefore, strate-
gies included in the set are shown in Fig. 4:MasterMaster, i.e., group
management and data collection; DeceiveDeceive, i.e., announce to
be amaster but do not fulfill the requests from otherworkers;
CooperateCooperate, i.e., to be a groupmember and send needed infor-
mation to the master, do not interact with other cooperative
workers; or DeclineDecline, i.e., be suspicious of a deceiving master
and refuse to cooperate. The strategies for all players are rep-

resented as SS ¼ fS1; . . . ; SNg. The strategy profile of W
Tj
i ’s

opponents is S�i.

5.2.2 Game Utility

The game utility of a player depends on the strategies
adopted by all players. When there is a master who helps
preserve privacy, players’ game utilities are their obtained
privacy gains subtracting their costs severally. However, if
none of the players chooses to be a master in the game, or if
the master is a malicious one, the privacy objective fails. For

a player W
Tj
i , we will discuss his privacy gains before intro-

ducing other factors.
Privacy Gains. Following the formulations in Equations (2)

and (4), we define privacy gains for each worker W
Tj
i as

quantitative measures for the probabilistic ratio of indis-
tinguishability benefits. With a privacy budget �lRi, the
probability for an adversary to distinguish the true loca-
tion from a falsified one is expð�lRiÞ. This probability
decreases with the increase of budget value, which indi-
cates that it becomes more possible for an attacker to
guess out the actual location. Therefore, we formulate the
location privacy gain as an inverse of the aforementioned

probability. The gain for noise level data privacy follows
the same fashion because it is also protected with differ-
ential privacy. The location privacy gain Pl

g and the noise
level data privacy gain Pn

g are summed up to represent
the privacy gain Gpi

Gpi ¼
1

expð�lRiÞ
þ 1

exp 10 log ½max z1;z2ð Þ�
ln �

��� ���� � ; (6)

where �l and Ri are the privacy budget and W
Tj
i ’s radius

requirement in geo-indistinguishability, � is the data accu-
racy requirement, z1 ¼ ð1þRi=kiÞ2 and z2 ¼ 1�Ri=kið Þ2.
The first part on the right side reflects the inverse of poste-
rior information gain. The posterior information gain is the
ratio of posterior probability and prior probability, so the
adversary benefits more and the worker enjoys less privacy
with a larger posterior information gain. How we get the
second part on the right side will be introduced in Section
5.3.2. Briefly speaking, it is the inverse of posterior informa-
tion gain for noise level data.

Disruption Gains. The gain of malicious activities comes
from disrupting the privacy goal and wasting the resources
of regular nodes. If player W

Tj
i is a malicious player, he

gains Gdi after disrupting the privacy procedure.
Energy Costs and Ratios. A master needs more energy to

communicate and process data than ordinary members as
he needs to exchange information with N � 1 members via
available networks and compute on these data. The commu-
nication cost is the energy spent on accessing network and
sending/receiving data, so it depends on the data packet
size, which is relevant to the number of workers. We denote
the cost for a master as the fraction of energy costs to his
remaining battery. To simplify the expression, we use the
fraction of the expected sum of a group member’s network
connection cost, data sending/receiving cost, and data proc-
essing cost to the expected master energy consumption as
the degradation factor d. The unit costs are defined as the
energy depleted by actions on one data packet. In all, the
costs are formulated as follows:

EðMasterMasterÞ ¼ 3ðN � 1ÞEc1 þ ðN þ 3ÞEc2 þ Ed

ETjðBBÞ
;

EðDeceiveDeceiveÞ ¼ ðN � 1ÞEc1 þ Ec2

2ETjðBBÞ
;

EðCooperateCooperateÞ ¼ Ec1 þ Ec2 þ Ed

ETjðBBÞ
;

EðDeclineDeclineÞ ¼ 0;

where Ec1 is the network connection cost, Ec2 is the unit
data sending/receiving cost, Ed is the unit energy con-
sumed when processing data, and ETjðBBÞ is the remaining
battery capacity when receiving task Tj. For simpler and
clearer formulation, we do not go into the details of data
processing complexity. In Section 5.3.3, we will interpret
how we get these energy costs after presenting the complete
scheme. The ratios of costs and gains gið�Þ are derived and
normalized from cost formulations.

Now that every worker knows the expected costs and
gains, the utility functions for a regular player can be formu-
lated as

Fig. 4. Strategy set.
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Uið�; ri; Si; S�iÞ ¼

Gpi 1� giðSiÞ½ �; Si ¼ MasterMaster;
Gdi 1� giðSiÞ½ �; Si ¼ DeceiveDeceive;

0; Si ¼ DeclineDecline;
Gpi 1� giðSiÞ½ �; Si ¼ CooperateCooperate;

nmðS�iÞ � 1;
ndðS�iÞ ¼ 0

�Ec1=E
TjðBBÞ; Si ¼ CooperateCooperate;

nmðS�iÞ ¼ 0
�EðSiÞ=2; Si ¼ CooperateCooperate;

nmðS�iÞ � 1;
ndðS�iÞ � 1

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

;

where nmðS�iÞ denotes the number of masters (excluding

deceiving masters) other than W
Tj
i himself and ndðS�iÞ

denotes the number of deceiving masters. If there is no mas-
ter, the privacy goal fails and the network connection energy
is wasted. If the announced masters are all malicious, the
cooperative player gains nothing and wastes his energy,
which is less than the energy consumed when actually coop-
erating because there is no return data from themaster.

5.2.3 Type rr

A player does not have complete knowledge about other
players’ utilities, so we introduce Nature into the game as
in [15]. Each player is assigned a type ri by Nature, which is
the privacy requirement for geo-indistinguishability, �lRi,
and the malicious probability pi. The privacy requirements
are sampled independently from a distribution F with the
probability density function f . In PCG, the strategy space,
possible types, F , and f are known to players, while ri is
W

Tj
i ’s private information.

5.2.4 Best Response and Bayesian Nash Equilibrium

In the game, all rational players’ choices are made to maxi-
mize their utilities. We introduce the concept of best
response in [16] to capture this behavior:

Definition 5.1 (Best Response). A playerW
Tj
i ’s best response

Ŝi is the strategy that maximizes his utility Ui given S�i

ŜiðS�iÞ ¼ argmax Uiðri; Si; S�iÞ:

Our PCG is a Bayesian game on account of players with
incomplete information. Here we refer to the Bayesian Nash
Equilibrium to describe the steady state, where no player
will get better utility by unilaterally changing his strategy.

Definition 5.2 (Bayesian Nash Equilibrium). A strategy
profile S� ¼ S�

1 ; S
�
2 ; . . . ; S

�
n is a Bayesian Nash Equilibrium

(BNE) if strategy S�
i for every player W

Tj
i is the best response

that maximizes their expected utilities. That is, given S�i and
players’ beliefs about the types of other players r�i, we have

S�
i ðriÞ 2 argmaxSi

X
r�i

fðr�iÞ � Uiðri; S�
i ; S

�
�iÞ; 8ri:

5.2.5 Mixed Strategy Bayesian Nash Equilibrium

of PCG

To derive a Bayesian Nash Equilibrium, we assign pi to each
player W

Tj
i as the probability that this player behaves mali-

ciously. Then, we use the cooperate probability in [16] as a

reference. Given a type ri, a player W
Tj
i has a probability of

diðriÞ to choose CooperateCooperate. The expected probability that
one player chooses CooperateCooperate is

hi ¼
Z

diðriÞdFðriÞ: (7)

Then, the expected utility for playerW
Tj
i is re-formulated as

E UiðMasterMaster; ri; Si; S�i;FÞ½ �
¼ ð1� piÞGpi 1� giðMasterMasterÞ½ �;

E UiðDeceiveDeceive; ri; Si; S�i;FÞ½ � ¼ piGdi 1� giðDeceiveDeceiveÞ½ �;
E UiðCooperateCooperate; ri; Si; S�i;FÞ½ �

¼ Gpi � 1�
Y
k6¼i

hk

 !
�
Y
j6¼i

ð1� pjÞ �
Ec1

ETjðBBÞ
Y
k6¼i

hk

� EðCooperateCooperateÞ 1�
Y
k 6¼i

hk

 !
1

2
þ 1

2

Y
j 6¼i

1� pj
� � !

;

E UiðDeclineDecline; ri; Si; S�i;FÞ½ � ¼ 0:

Since the goal of W
Tj
i is to maximize his game utility, the

player chooses to be a master, whether malicious or not, if

E UiðMasterMaster; ri; Si; S�i;FÞ½ �
þE UiðDeceiveDeceive; ri; Si; S�i;FÞ½ �
>E UiðCooperateCooperate; ri; Si; S�i;FÞ½ �
þE UiðDeclineDecline; ri; Si; S�i;FÞ½ �:

His further choice in line with game utilities becomes

si ¼
MasterMaster; if pi � 1

1þ
Gdi

1�giðDeceiveDeceiveÞ½ �
Gpi 1�giðMasterMasterÞ½ �

DeceiveDeceive; if pi > 1

1þ
Gdi

1�giðDeceiveDeceiveÞ½ �
Gpi 1�giðMasterMasterÞ½ �

8><
>: : (8)

Otherwise, he decides whether he will cooperate with the
master

si ¼

CooperateCooperate; if Gpi �
Ec1ð1�f1ÞþEðCooperateCooperateÞf1 1�1

2f2ð Þ
f1f2E

Tj ðBBÞ
DeclineDecline; if Gpi <

Ec1ð1�f1ÞþEðCooperateCooperateÞf1 1�1
2f2ð Þ

f1f2E
Tj ðBBÞ

8>>>>><
>>>>>:

; (9)

where f1 ¼ ð1�
Q

k6¼i hkÞ and f2 ¼
Q

j 6¼i 1� pj
� �

. If he find
out that the master behave maliciously during cooperation,
he will report this to the crowd sensing platform.

A player will decide to be a master only when the
expected utility of being a master is greater than not to max-
imize his utility. Then, he will behave maliciously if E Ui½
ðDeceiveDeceive; ri; Si; S�i;FÞ� > E UiðMasterMaster; ri; Si; S�i;FÞ½ �, which
gives out the threshold in Equation (8). The other condition
in Equation (9) can be derived in a similar manner. These
equilibriums indicate that when the additional cost to be a
master is smaller and/or fewer players present in the game,
a player is more likely to become a master. It satisfies the
intuitive knowledge that players want to protect privacy
with fewer costs.
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Theorem 2. For suppðFÞ � ½0; 1�, there exist N pure strategy
equilibriums that exactly one player choosesMasterMaster or DeceiveDeceive
while all other players choose CooperateCooperate or DeclineDecline.

Proof. If all ofW
Tj
i ’s opponents chooseCooperateCooperate orDeclineDecline,

W
Tj
i ’s best response isMasterMaster. Otherwise,W

Tj
i will receive

a payoff of nomore than 0. Because players are symmetric,
it does not matter which player is the one that chooses
MasterMaster or DeceiveDeceive. Hence, there exist N pure-strategy
equilibriums. tu

The privacy goal fails only if the only master is deceiving
while the other players are cooperating with the master. A
new round of game will start without this master if all other
players choose to decline.

Theorem 3. The probability of failure is smaller with larger the
privacy gain Gpi .

Proof. The probability of failure is

Pr½failure� ¼ 1�
Y
k 6¼i

Vi

 !
�V0;

where Vi ¼ Pr Gpk >
Ec1ð1�f1ÞþEðCooperateCooperateÞf1 1�1

2f2ð Þ
f1f2E

Tj ðBBÞ

	 

and

V0 ¼ Pr pi >
Gpi 1�giðMasterMasterÞ½ �

Gpi 1�giðMasterMasterÞ½ �þGdi
1�giðDeceiveDeceiveÞ½ �

h i
. Vi and V0

are one-sided p-values given by the complementary cumu-
lative distribution functions.

The observed value
Gpi 1�giðMasterMasterÞ½ �

Gpi 1�giðMasterMasterÞ½ �þGdi
1�giðDeceiveDeceiveÞ½ � in V0

is monotonically increasing w.r.t. Gpi , so V0 is negatively
correlated with privacy gain. ð1�

Q
k 6¼i ViÞ becomes

smaller with larger gain because Vi is a p-value increas-
ing monotonically w.r.t. Gpi . Therefore, the increasing-
decreasing characteristics of Pr½failure� are proved. tu

5.3 Group Location Privacy and Sensing Data
Perturbation

In this subsection, we discuss the details of howprivacy goals
are fulfilled. Our scheme proceeds to privacy preservation
after themaster is chosen. In one group, locations of all mem-
bers satisfy a group geo-indistinguishability related to the
maximum radius requirement for geo-indistinguishability in
the group. The noise level data of each individual also con-
fronts to differential privacyw.r.t. locations.

5.3.1 Group Geo-Indistinguishability

As mentioned in the introduction, decreasing each worker’s
privacy budget for a low composed one endures large var-
iances in workers’ perturbed data. In our design, the master

and his group members deploy the differential privacy
mechanism via wavelet transformation [17] so that the
achieved group geo-indistinguishability hasmuch lower pri-
vacy bound than simply applying geo-indistinguishability to
each worker without bringing about great variances. We
first decompose a location in polar coordinates to wavelet
coefficients and add noises to these coefficients. Then
the perturbed location can be reconstructed from noisy
coefficients.

Tree Construction. Since radius and angle components
of a location are independent in polar coordinates, the
wavelet transform of a location can be viewed to be sepa-
rate for its radius and angle. For radius decomposition,
each worker initially reports a random integer referring
to the radius component of his location in polar coordi-
nates to the master. The master collects integers from
workers and arranges them as a vector M. A group hier-
archy H connects the master and cooperative workers as
shown in Fig. 5, which indicates that the master can
receive information from all workers and is responsible
for processing the received information. Based on H, a
nominal wavelet decomposition tree R is constructed
from H by attaching a child node Leafci to each leaf node
Leafi in H. The value of Leafci is the same as the corre-
sponding entry in M. The nodes except leaf children are
wavelet decomposition coefficients, which are computed
differently: The wavelet coefficient for the root node
(referred to as the base coefficient) is set as the sum of all
leaves in its subtree (the leaf-sum of the node), while the
coefficient for any other internal node equals its leaf-sum
minus the average leaf-sum of its parent’s children. We
illustrate this step with an example in Fig. 5. The left side
is the hierarchy H and random numbers in M. The master
occupies both the root node and one leaf node to manage
group data and fulfill privacy, while members take the
remaining N � 1 leaf nodes. The decomposition tree con-
structed from H is to the right of H. We will continue
using this example in the following sections.

Obfuscation. Next, a planar Laplace noise [11] is added
with parameter �l to each decomposition coefficient of a
location

D�lðx0ÞðxÞ ¼
ð�lWNomðci;jÞÞ2

2p
e��lrWNomðci;jÞ; (10)

where r is the distance between x and x0, which is, in other
words, the noise to perturb location x0 to x. WNomðci;jÞ ¼ 1 if

ci;j is the base coefficient, otherwise WNomðci;jÞ ¼ fo
j =ð2fo

j�
2Þ, where foj is the fan-out of ci;j’s parent in the decomposi-
tion tree (e.g.,the fan-out fo

0 of the root node is 5 in Fig. 5).
Due to the independence of radius and angle, the marginal
probabilities of D�lðx0ÞðxÞ are also independently, whose
probability density functions are D�l;RðrÞ and D�l;QðrÞ
respectively. The angle is randomly selected in ½0; 2pÞ, so
we only describe how each worker computes his radius
noise and adds it to his occupied leaf coefficient. In that
sampling a random number from D�l;RðrÞ is complicated,
the inverse transform sampling is deployed to draw a value
z uniformly in ½0; 1Þ and the noise is computed as
r ¼ C�1

�l
ðzÞ, where C�lðrÞ is the cumulative function of

D�l;RðrÞ and C�1
�l
ðzÞ is its inverse function

Fig. 5. Decomposition tree.
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D�l;RðrÞ ¼
Z 2p

0

D�lðr; uÞdu ¼ ð�lWNomðcÞÞ2re��lrWNom

C�lðrÞ ¼1� ð1þ �lrWNomÞe��lrWNom :

Then, the noisy coefficients ĉi;h�1 are produced with its
dedicated noise ri as ĉi;h�1 ¼ ri þ ci;h�1. Apart from the leaf
coefficient noise, the master computes one more noise for
the base coefficient and announces the noisy base coefficient
ĉ0 to other workers. All noises are normalized with
WNomðcÞ. The computation and annunciation of noisy angle
coefficients follow the same fashion. After that, workers
reconstruct their perturbed components from noisy coeffi-
cients following the equation:

vi ¼ ĉi;h�1 þ
Xh�2

j¼0

ĉi;j �
Yh�2

k¼0

1

fo
k

 !
¼ ĉi;1 þ ĉi;0=f

o
0 ; (11)

where h is the height of H, ci;h�1 is the ancestor of vi in the h
level of the decomposition tree, and fok is the fan-out of ci;k.

A worker subtracts his originally reported number from
vi and gets his radius noises rli. The angle noise uli is avail-
able in the same way. A new location is mapped from the
actual location by adding component noises to coordinates
as illustrated in Fig. 6: suppose a worker W

Tj
i ’s actual loca-

tion when conducting task Tj is li;j ¼ ðs; tÞ, his falsified loca-

tion is l0i;j ¼ ½sþ rli cos ðuliÞ; tþ rli sin ðuliÞ�. Only the worker

himself knows the total noise, so both the master and the
server cannot learn his actual location from the obfuscated
one even if they collude with each other.

Theoretical Analysis. We analyze some mathematical
properties of group geo-indistinguishability here.

Theorem 4. The group geo-indistinguishability based on wavelet
transform and Laplace noise has a generalized sensitivity
of 2Rmax with respect to WNom. It can achieve 2�lRmax-geo-
indistinguishability.

Proof. According to Lemma 4 in [17], the nominal wavelet
transform has a generalized sensitivity of h with respect
to WNom, where h the height of the hierarchy associated
with the input frequency matrix. If we expand the con-
cept of generalized sensitivity from matrix differs only at
one tuple to locations in a circle with radius R, the gener-
alized sensitivity is also expanded to hR. In the decompo-
sition tree, the maximum sensitivity that can be generated
by a leaf node is Rmax. Thus the decomposition tree can
have a sensitivity Df of 2Rmax, where 2 is the height of the
tree in our paper. Therefore, the achieved privacy level is
Df=� ¼ 2Rmax=� ¼ 2�lRmax. tu

Starting from a tuple of locations ll ¼ ðl1 . . . ; lnÞ, if we
independently apply �lRi geo-indistinguishability to li, the
achieved privacy level is

P
�lRi due to composition prop-

erty. From Theorem 4, the geo-indistinguishability level
achieved here is far lower.

Theorem 5. The variance of the added noise increase when the
fan-out f augments, but the variance of the noise in the answer
is always less than 8�2.

Proof. In Equation (10), the new �0l equals to �lWNom. Then,
for the scale in Laplace noise

�0 ¼ 1

�lWNom
¼ �

WNom
: (12)

As WNom is monotonically decreasing to f , the variance
2�02 increases.

The variance of one reconstructed element following
Equation (11) is at most

ð1� 1=fÞ2 þ 1=f2ðf � 1Þ
h i

� 4ð1� 1=fÞ2 � 2�2

¼ 4ð1� 1=fÞ3 � 2�2;

whose approximation is 8�2 for f ! 1. tu

5.3.2 Sensing Data Perturbation

In this step, the privacy goal is: a worker W
Tj
i ’s reported

noise level cannot be distinguished from others collected
within distance Ri with probability bounded by a budget
related to �. The total sound pressure level generated by N
sources follows Equation (2) and the SPL for each source fol-
lows Equation (1). We assume for simplicity that in the noise
monitoring task for one noise source, the sound field is a free
field. Thus, for one location which is k km away from
the source and another random location whose distance
to the noise source differs from k by rrand, the difference

of measured noise levels shall be 10 log 4p k	rrandð Þ2
4pk2

��� ��� ¼
10 log 1	 rrand

k

� �2��� ���. Again, the noise controlling application
is considered. The server may announce some known noise
sources and encourage workers to measure the noise levels
around the sources. If k is unknown to the worker, it is possi-
ble for the worker to guess the distance by sight if the noise
source is close enough. Otherwise, the worker chooses a k

larger than the protection range r to confine the accuracy loss
rising from imprecise distance.

Since the worker W
Tj
i wants to protect his location (ki km

from the source) within Ri, he assigns his original data Xi;j

with a Laplacian noise Lap 0; 10 log ½max z1;z2ð Þ�
ln �

��� ���� �
to get X0

i;j,

where z1 ¼ ð1þRi=kiÞ2, and z2 ¼ 1�Ri=kið Þ2. X0
i;j can

achieve j ln �=10 log ½max z1; z2ð Þ�j-differential privacy in the

dataset of possible noise levels collectedwithin distanceRi.

Theorem 6. The data perturbation mechanism given above satis-
fies the privacy goal and accuracy demand

Pr jX0
i;j �Xi;jj � 10 log ½max z1; z2ð Þ�j j

h i
� �: (13)

Fig. 6. Location obfuscation.
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Proof.

10 log ½max z1; z2ð Þ�j j ¼ a; Ni 
 Lap 0;
a

j ln �j

� �
;

Pr X0
i;j �Xi;j

��� ��� � a

j ln �j

	 

¼ Pr jNij �

a

j ln �j

	 


¼ 2

Z 1

a

j ln �j
2a

exp � j ln �jx
a

� �
dx ¼ �:

tu

5.3.3 Energy Analysis

In the tree construction step, every member only exchanges
information with the master once, whereas the master needs
to receive/deliver N � 1 packets from/to members and
compute values of N þ 1 nodes in the decomposition tree.
In the perturbation step, every worker spends energy on
computing noises. The master’s computation burden is as
twice as a member’s since he occupies two nodes. Also, the
master has additional communication cost originated from
sending noisy roots to N � 1 members. The last part of
energy consumption stems from sensing data perturbation,
which is the same for all workers. Hence, we can derive the
ratio of energy consumed by a member and the master after
summing them up as

EðCooperateCooperateÞ
EðMasterMasterÞ � Ec1 þ Ec2 þ Ed

3ðN � 1ÞEc1 þ ðN þ 3ÞEc2 þ Ed
;

which corresponds to what we proposed in Section 5.2.2.

6 EVALUATION

6.1 Experiment Settings

We implement our scheme on a PC with an Intel Core i5
CPU running at 3.20 GHz and 8 GB RAM and use the real-
world datasets, noise collected by Lubin Liu from Microsoft
[18], [19], [20] and Yelp [21] to evaluate our scheme. In [18],
[19], [20], authors provide noise level data at 36 locations
collected by six users on Manhattan and draw noise heat
maps for weekdays and weekends. The fine-grained noise
situation is reflected. Usually, areas with more points of
interest (venues in a physical world, like a shopping mall or
theatre, having a name, address, coordinates, category, and
other attributes [18]) expose to more severe noise situations,

and thus, demand more intense noise monitoring. There-
fore, we choose regions near Time Square (red), Columbia
University (yellow), and Washington Square (blue), divided
by streets and avenues, as task regions in Fig. 7. Each loca-
tion entry in regions is considered to be reported by an
individual worker.

Besides this small crowd sensing dataset, we implement
another location dataset to evaluate the performance of our
scheme on a large number of workers. The Yelp [21] dataset
contains 70,745 user check-in locations, where check-ins are
logged incontinuously at a relatively low frequency. It fits
our scenario where workers carry out tasks and only report
their locations when presenting at specific spots.

According to [22] regarding smartphones’ energy con-
sumptions, the energy consumed under IEEE 802.11 when
transmitting data at 700 kb/s and staying in a dynamic con-
nection cost 31 mA and 2 mA respectively. The power con-
sumptions of active CPU can be between 100 and 200 mA.
The total battery capacity EðBBÞ is 3000 mAh. Usually one
wireless data packet is sized at 8 kB. We suppose that a
worker has equal probability to use LTE and WiFi and each
round of computation has around 1,000 float operations, so
the settings of unit energy deduced from above statistics
are: Ec1=EðBBÞ ¼ 6:67e� 4 for one second, Ec2=EðBBÞ ¼
1:18e� 5, Ed=EðBBÞ ¼ 0:067 for one second. The distribution
F of privacy demands follows Beta distribution Bð0:149;
0:109Þ according to the analysis of social privacy demand
distribution in [16]. For the clarity of analysis, we confine �l
to the range from 0.3 to 10 [23], under which most existing
algorithms are evaluated.

6.2 Evaluation Metrics

We define the following metrics in our experiments to quan-
tify the performance from aspects of PCG, location obfusca-
tion, and data perturbation.

Game Failure Ratio (GFR). It is the ratio describing how
many failed PCG happen after performing certain rounds of
games. It shows the effectiveness of PCG.

Drift Distances. The drift distance Ddist is the difference
between a released location l0i;j and its corresponding actual
location li;j. Both the mean and standard deviation (STD)
are computed to measure the usefulness and stability of the
location obfuscation. The mathematical formulation of its
mean is defined as

Ddist ¼
1

N

XN
Wi:i¼1

dðli;j � l0i;jÞ; (14)

where dðli;j � l0i;jÞ is the distance between li;j and l0i;j.

Satisfaction Ratio (SR). This metric calculates the ratio of
the number of workers whose new locations are outside
their radius requirements to the total number of workers.

Out-of-Range Ratio (ORR). This ratio is to measure the
possibility that workers’ perturbed locations are out of the
required task region while they are actually residing inside.

Data Trustfulness. Data trustfulness is the probability that
the shift from perturbed data to truth exceeds the bound
claimed by ða; �Þ-accuracy. Pr½jX0

i;j �Xi;jj � a� should not
be greater than �.

We construct two application scenarios for the evaluation.
One scenario is a crowd sensing application only containing

Fig. 7. Manhattan Map segments and experiment regions.
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location information and the other has both location and noise
level data. The former is contributed by Yelp and Microsoft
datasets andmerely tested for two locationsmetrics. The latter
is built on Microsoft dataset and provides extra performance
assessmentw.r.t. task completion and data accuracy.

6.3 Experimental Results

6.3.1 PCG Performance

Fig. 8 shows the GFR under varying �l and number of work-
ers. Generally, it is climbing up with the growth of �l, which
is in correspondence with Theorem 3. Since the probability
that all workers choose to cooperate with a malicious master
is smaller when more workers join in the game, GFR is
declining if the number of participating workers increase.
The GFR is almost 0 with over 20 workers, which proves the
usefulness of PCG in practical applications.

6.3.2 Location Obfuscation Performance

The performance results of location obfuscation in the first
scenario are shown in Figs. 9, 10 and 11. The group size of
workers and the choice of �l can influence the performance.

Impact of Group Size. Fig. 9 demonstrates how the group size
influences the performance of drift distances when �l is fixed.
In Fig. 9a, the drift distance averaging from a group of work-
ers (10 to 500 workers) in Yelp approaches 0.3 km steadily,
manifesting the stability of the PCG and the location obfusca-
tion. On the contrary, the STD climbs up since the variances of
added noises are growing with the group size. However, the
STDs stay in the range confined by the upper bound, which
indicates that the service quality regarding locations will not
decline significantly even when there are many workers. The
experiment on Microsoft dataset starts at the minimum num-
ber of workers (2 workers), which results in a much greater
average drift in Fig. 9b than in Fig. 9a at the beginning. Never-
theless, it gradually approaches the similar mean value

afterward. Though STDs are all slightly growing due to the
accumulating variance, the increment is comparatively negli-
gible to the group size. We can conclude that the PCG and the
location obfuscation are stablewith a relatively small drift.

As for the satisfaction ratio, more workers indicate a
larger fan-out, which contributes to a larger but bounded
variance according to Theorem 5. Thus, the satisfaction ratio
in Fig. 10 fluctuates greatly due to the increasing variance,
yet it will stay around 0.6 even when more workers partici-
pate in the task because of the upper bound of variances. In
other words, around 60 percent of obfuscated locations from
participating workers are located within the area required
by their geo-indistinguishability:Pr½dðli;j; l0i;jÞ � Ri� � 0:6.

Impact of �l. The impact of �l is evaluate and summarized in
Fig. 11 and the first row of Table 2. The increasing of �l means
the downgrade of privacy demands, which is a straightfor-
ward explanation of the downward trends of average drift
distances. A mathematical explanation for changes in the
STD is that the noise variance 2

ð�lWNomÞ2 turns to be smaller, so

the added noise is closer to 0, indicating that the obfuscated
location is more like to be in close physical proximity of the
true location. The satisfaction ratio in Table 2 is a weighted
average of results from two datasets since its trend is the
same for two datasets. The influences from privacy demands
and �l are combined: most workers’ privacy demands are
comparatively small or large as they follow the Beta distribu-
tion; the growing of �l scales down the drift distance but
meanwhile reduces all workers’ radius requirements. There-
fore, the distribution of satisfaction ratio follows neither a
complete Beta distribution nor the variety of �l.

6.3.3 Data Accuracy and Task Completion

The second application is run for analyzing how our scheme
can affect the completion of mobile crowd sensing tasks.
Besides drift distance and satisfaction ratio that have

Fig. 8. Game failure ratio.

Fig. 9. Drift distances with different group size, �l ¼ 3.

Fig. 10. Workers satisfaction ratio, �l ¼ 1.

Fig. 11. Drift distances under different �l.
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already been discussed, we quantize the effects with other
two metrics, ORR and data trustfulness. The group size is
set as a constant here for valid evaluations. As revealed in
the second row of Table 2, the higher possibility of close
physical proximity stems from larger �l benefits the out-of-
range ratio, implying that workers’ reported false locations
are less possible to be out of task region and thus the com-
pletion of a crowd sensing task is more assured.

We also compute the trustfulness of data, which reflects
the data accuracy after perturbation. More specifically, it is
the probability that the distance between the perturbed data
and the truth is smaller than �. Theoretically, the data trust-
fulness is bounded by Theorem 6. Here, � is set to be 0.05 in
our simulation. The average trustfulness under each �l is
about 0:25	 0:15 in Fig. 12a, which is much lower than the
requirement � depicted by the green line. So the accuracy
demand for crowd sensing tasks is fulfilled.

Fig. 12b shows the levels of noises added during data
perturbation. They are the means and STDs of the numerical
differences between perturbed data and estimated noise
level data from Equation (2) under different settings of �.
We can tell from the graph that the average difference is
only 1 dB with a choice of � as small as 0.01, and the value
goes even smaller with a larger privacy budget �.

From both Figs. 12a and 12b we can tell that trustfulness
is not evidently affected by �l while the accuracy of data is
boosted with the growth of �l (lower privacy demand). In
all, noises added to the sensing data can be lower than 3 dB
when �l is greater than 0.7. To conclude from the analysis
above, our scheme will not impede task objectives with a
proper choice of �l to balance accuracy and privacy.

6.3.4 Time Efficiency

The time costs for PCG, location obfuscation, and data per-
turbation are listed in Table 3. Obviously, the time con-
sumed only relates to the number of workers. However,
since the individual computations in PCG and obfuscation
processes are parallel, the time differences are relatively
subtle. The time cost of noise data perturbation remains
constant at around 2.65 ms. Overall, our scheme will not

bring much burden to mobile crowd sensing in terms of
time consumption.

7 RELATED WORK

Location privacy preservation iswidely considered in various
applications. The approaches can be categorized [24] as cryp-
tographicmethods, k-anonymity, and differential privacy.

7.1 Cryptographic Approaches

Cryptographic or private information retrieval (PIR)
approaches use searchable encryption, asymmetric cryptog-
raphy, and private proximity testing [25], [26] to provide
location privacy for users. However, they do not address
inference disclosures, and their schemes often incur high
computation costs. Hence, they cannot be implemented
directly on mobile devices due to their high memory and
energy costs.Moreover, the curious service providerwill still
try to decrypt users’ location coordinates even if they are
encrypted, which will cause widespread network latency
because of resource-consuming decryption operations [27].

7.2 k-Anonymity and Its Extensions

In [28], Sweeney et al. propose the notion of k-anonymity,
which provides protection in a way that the information of
each person contained in the released dataset cannot be dis-
tinguished from at least k individuals’ information in the
dataset. Nonetheless, an attacker can discover the values of
sensitive attributes when there is little diversity in them. The
k-anonymity approaches cannot protect against attackers
with sufficient background knowledge. There are some
extensions of k-anonymity to handle these deficiencies like
l-diversity [29], p-sensitive [30], and t-closeness [31]. How-
ever, methods in the class of k-anonymity face plenty of
shortcomings, such as relying on trusted intermediaries,
offering limited privacy guarantees, and revealing approxi-
mate real-world locations to the servers in plaintext. In [32],
authors combine the concepts of differential privacy and k-
anonymity to propose the notions of query-indistinguishable
k-anonymity and differentially private k-anonymity (DPkA)
for query privacy in location-based service. In their algo-
rithm, the privacy budget � is minimized and the major
breach of traditional k-anonymity among k queries reported
to the service provider is overcome. However, this work only
protects the query privacy and its application is limited.

TABLE 2
Impact of �l on Metrics

��l 0.3 0.5 0.7 1 2 3 5 7 10

Satisfactory Ratio 0.625616 0.807882 0.660099 0.605911 0.596059 0.522167 0.464532 0.423153 0.589655
ORR 0.972 0.722 0.671 0.556 0.364 0.176 0.111 0.090 0.092

Fig. 12. Under different �l for � ¼ 0:05.

TABLE 3
Time Costs

3 Workers 13 Workers 23 Workers

PCG 91.398 ms 106.012 ms 116.531 ms
Location 5.771 ms 5.721 ms 5.970 ms
Data 2.657 ms 2.651 ms 2.613 ms

530 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 20, NO. 2, FEBRUARY 2021

Authorized licensed use limited to: Florida State University. Downloaded on January 24,2023 at 18:05:40 UTC from IEEE Xplore.  Restrictions apply. 



7.3 Differential Privacy

Other than methodologies mentioned above, differential
privacy [9] is a new way to bound the probability of distin-
guishing between two databases, which has been applied in
location-based services to protect location privacy crowd
sensing. Some works use differential privacy to protect
workers’ locations when performing tasks [33], [34], while
some other works protect the aggregated data in a crowd
sensing task [35]. In particular, existing differentially pri-
vate crowd sensing usually unrealistically relies on a
trusted entity. In [36], the authors propose a new definition,
’d-location set’ based differential privacy, to account for the
temporal correlations in location data and a new notion,
sensitivity hull, to bound the error of differential privacy.
This work does not need a trusted entity, but it just protects
a single trajectory. Our scheme effectively protects a group
of workers’ privacy in one region without a trusted third
party.

Though privacy-preserving schemes provide privacy
gains to mobile workers, they are so costly that mobile
workers may not want to pay for privacy preservation.
Some works are inspired by the concept of game theory to
tackle the conflict between costs and privacy gains [16], [35],
[37]. Compared to their works, our scheme does not need
complete knowledge and takes more factors like data trust-
fulness into consideration to achieve higher efficiency for
mobile crowd sensing.

8 CONCLUSION

In this paper, we propose a game-theoretical approach that
implements differential privacy in location-based crowd
sensing services. It fulfills indistinguishability for both loca-
tions and sensing data, such that sensitive location informa-
tion leakage can be effectively restricted. The Bayesian
game is formulated with regard to the privacy gains and
costs, and the Bayesian Nash Equilibrium is derived from
the game. Then, crowd sensing workers’ privacy is pro-
tected via differential privacy. Based on theoretical analysis
and evaluations on the real-world dataset, we have shown
that a sufficient privacy guarantee is achieved and demon-
strated the efficiency and accuracy of our scheme.
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