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Enumeration Theorem

Definition. We write
W, ={xe N | d(x,n) |}

Then we have

Theorem 4.6. A set B is r.e. if and only if there is an n for which
B =W,.
Proof. This is simply by the definition of ®(x, n). O

Note that
Wo, Wi, Wa, ...

is an enumeration of all r.e. sets.

N
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The Set K

Let
K={neN|neW,}.

Now
ne K & o(n,n)|l < HALT(n,n)

This, K is the set of all numbers n such that program number n
eventually halts on input n.
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K Is r.e. but Not Recursive

Theorem 4.7. K is r.e. but not recursive.
Proof. By the universality theorem, ®(n, n) is partially computable,
hence K is r.e.

If K were also r.e., then by the enumeration theorem,
K=W,
for some /. We then arrive at

feK & ieW, & ieK

which is a contradiction. We conclude that K is not recursive. O
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r.e. Sets and Primitive Recursive Predicates

Theorem 4.8. Let B be an r.e. set. Then there is a primitive
recursive predicate R(x, t) such that

B={xe N| (3t)R(x,t)}.
Proof. Let B = W,. Then
B={xeN|3t)STPO(x,n, t)}.

By Theorem 3.2, STP() is primitive recursive. O
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A r.e. Set Is the Range of A Primitive Recursive Function
Theorem 4.9. Let S be a nonempty r.e. set. Then there is a
primitive recursive function f(u) such that

S =A{f(x) | x e N} = {f(0), (1), (2),...}
That is, S is the range of f.
Proof. By Theorem 4.8
S={xeN|(3t)R(x,t)}

where R is primitive recursive. Let xo be some fixed member of S
(say, the smallest), and let

() :{ I(u) if R(I(u), r(u))

X0 otherwise.

Clearly f is primitive recursive. It follows that the range of f is a
subset of S. Conversely, if x € S, then R(x, tp) is true for some tp.
Then f((x,ty)) = I({x,ty)) = x. That is, S is a subset of the range
of f. We conclude S = {f(n) | x € N}.
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The Range of A Partially Computable Function Is r.e.

Theorem 4.10. Let f(x) be a partially computable function and
let S ={f(x) | f(x))}. Then Sisr.e.

Proof. Let
(x) = 0 ifxeS$
EV) = 1 otherwise.

Clearly S = {x | g(x) |}. It suffices to show that g is partially
computable. Let & be a program that computes 7 and let
#(2) = p. Then the following program computes g(x):

[A] IF ~ STPY)(Z,p, T) GOTO B
V « f(2)
IF V =X GOTO E
[B]lZ+ Z+1
IF Z< T GOTO A
T+ T+1
Z <+ 0
GOTO A o
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Recursively Enumerable Sets, Revisited

Theorem 4.11. Suppose that S # (). Then the following
statements are all equivalent:

1. Sisre.

2. S is the range of a primitive recursive function;
3. S is the range of a recursive function;

4. S is the range of a partially recursive function.

Proof. By Theorem 4.9, 1. implies 2. Obviously, 2. implies 3., and
3. implies 4. By Theorem 4.10, 4. implies 1. Hence all four
statements are equivalent. O
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The Parameter Theorem

The Parameter theorem (which has also been called the s — m —n
theorem) relates the various functions ®(")(xy, xa, ..., x,,y) for
different values of n.

Theorem 5.1. For each n, m > 0, there is a primitive recursive
function S))(u1, ug, ..., u,, y) such that

¢(m+”)(xl, e Xmy ULy ey Upy YY) = CD(’")(Xl, ces Xmy Sp(ULy -y Uy Y))
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The Parameter Theorem, Continued

q>(m—i_n)(xlv s Xmy ULy eeey Um)/) = (D(m)(XL s 7Xm75171(u1: SRR u,,,y))

Suppose the values for variables v, . .., u, are fixed and we have in
mind some particular value of y. Then left hand side of the above
equation is a partially computable function f of m arguments
X1yeeey Xm-

Let g be the number of a program that computes this function of
m variables, we have

¢(m+n)(xl-/ ey Xmy Uty e, Un,y) = (D(m)(Xl./ e Xmy q)

The parameter theorem tells us that not only does there exist such
a number g, but it can be obtained from vy, ..., u,, y by using a

primitive recursive function S/
10/33
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The Parameter Theorem, Proof

The proof is by a mathematical induction on n. For n =1, we
need to show that there is a primitive recursive function S} (u,y)
such that

¢(m+l)(X17 e :XITIJ U,y) - q)(m)(Xl te ’Xm’ Sr]h(u"y))

Let & be the program such that # (%) = y. Then S (u,y) can
be taken to the number of the program which first gives variable
Xmt1 the value u and then proceeds to carry out .

11/33
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The Parameter Theorem, Proof

Xm+1 will be given the value u by the program:

Xm+1 — Xm+1 +1

Xmt1 ¢ Xmy1 +1

The number of the instruction ‘Xm—&-l — Xmp1+1 ‘ is
(0,(1,2m+ 1)) = 16m + 10. So we may take

u Lt(y+1) _
Smlwy) =1J e I p)5 "1
i=1 j=1

as the primitive recursive function.
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The Parameter Theorem, Proof

To complete the proof, suppose the result is known for n = k.
Then we have

XlyovosXmy ULy ooy Ugy U1, Y)
_ (m+k) 1
= ¢ (Xla--me-/Ul,--~:Uk;5m+k(Uk+1aY))

= (D(m)(Xl, ey X, Srlﬁ,(ul, e, Uk, 5;+k(uk+1,y)))

using first the result for n = 1 and then the induction hypothesis.
By now, if we define

Srl;Jrl(ul: <oy Uk, Uk+1’)/) - 5,57(“17 ceey Upe, Sr171+k(uk+l7y))

we have the desired result.
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The Parameter Theorem, Examples
Is there a computable function g(u, v) such that
¢U(¢V(X)) - CDg(u,v)(X)

for all u, v, x?
Yes! Note that
Py (Py(x)) = ©(P(x,v), u)

is a partially computable function of x, u, v. Hence, we have
(D((D(X, V)a U) - (D(3)(Xv u, v, ZO)
for some number zy. By the parameter theorem,

<D(3)(x, u, v, z0) = &(x, S3(u, v, z0)) = (D512(U7V’ZO)(X).

14 /33
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Diagonalization and Reducibility

» Diagonalization and reducibility are two general techniques for
proving that given sets are not recursive or even that they are
not r.e.

» Diagonalization shows an object b ¢ A by

1. first demonstrating that the set A can be enumerated in a
suitable way,

2. then, with the help of the enumeration, defining an object b
that is different from every object in the enumeration of A.

» Reducibility transforms the membership problem of a set A to
the membership problem of another set B, hence showing
that testing membership in A is “no harder than” testing
membership in B.

15/33
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Diagonalization

» Diagonalization shows an object b ¢ A by

1. first demonstrating that the set A can be enumerated in a
suitable way,

2. then, with the help of the enumeration, defining an object b
that is different from every object in the enumeration of A.

» We say that b is defined by diagonalizing over A.

» Often there is an additional twist: The definition of b is such
that b must belong to A, contradicting the assertion that we
began with an enumeration of all elements in A.

» We then draw some conclusion from this contradiction.

16 /33
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Diagonalization, Example 1

The predicate HALT(x, y) is not computable.

Proof. Assume the predicate HALT(x, y) is computable. Then we
can write a program & in language .7 as follows:

[A] IF HALT(X, X) GOTO A

We now show by diagonalization the following contradiction.
1. There is an enumeration of all the programs expressible in .7
K
2. Function \Il(},) differs from each function \IJ(;Z7W(})1 ...on at
least one input value: For each program &,,,n € N,

\IJ(;)H(,,) 1 if and only if \IJ(;)(n) !

There shows that 7 is not in the enumeration, which is a
contradiction. We conclude that HALT(x, y) is not computable. [

17/33
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Diagonalization, Example 1 Continued
Given the following program #:
[A] IF HALT(X, X) GOTO A
1) @

Function \U( ) differs from each function W 2y Vi, - along the
diagonal of the following array representation of all the functions
expressible by programs in language .

v vl vl (2)

1 1 1
v v v

1 1 1
v vl (vl

18/33
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Diagonalization, Example 2

Let TOT be the set of all numbers p such that p is the number of
a program that computes a total function 7(x) of one variable.
That is,

TOT ={ze N | (Vx)®(x,z) |}
Theorem 6.1. TOT is not r.e.
Proof. Assume TOT is r.e. By Theorem 4.9, there is a computable
function g(x) such that TOT = {g(0),g(1),g(2),...}. Let

h(x) = ®(x,g(x)) +1

As for each x, ®(x, g(x)) /|, function h is itself computable. Let h
be computed by a program #2, and let p = #(?). Then
p € TOT, so that p = g(i) for some /. However,

h(i) = ®@i,g(i)) +1=d(i,p) +1=h(i)+1

which is a contradiction. We conclude that TOT is not r.e. O
19/33
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Many-one Reducibility

Definition. Let A, B be sets. A is many-one reducible to B,
written A <,,, B, if there is a computable function f such that

A={xe N | f(x)e B}

That is, x € A if and only if f(x) € B. Note that f need not be
one-one.

If A<, B, then in a sense testing membership in A is “no harder
than” testing membership in B. In particular, to test x € A, we
can compute f(x) and then test f(x) € B.

20/33
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Main Theorem of Reducibility

Theorem 6.2. Suppose A <,, B.
1. If B is recursive, then A is recursive.
2. If Bisr.e., then Ais r.e.
Proof.
1. Let A= {x € N | f(x) € B}, where f is computable, and let
Pg(x) be the characteristic function over B. Then

A={xeN|Pp(f(x))}

Since Pg(x) is recursive, the characteristic function of A,
Pg(f(x)), is also recursive.

2. Now suppose that B is r.e.. Then B = {x € N | g(x) |} for
some partially computable function g, and
A={xe N | g(f(x))l}. But g(f(x)) is partially
computable, so Ais r.e.

21/33
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Applying Reducibility

If A<, B, then
1. If Ais not recursive, the B is not recursive.
2. If Ais not r.e., then B is not r.e.

That is, to show that a set B is not recursive (r.e.), we find a set A
that is not recursive (r.e.) and proceed to show that A <,, B.
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Applying Reducibility, Example: K <,, Kj

In order to show that Kp, defined by
Ko ={x € N[ ®,(I(x)) I} = {{u,v) | d(u) I}, x = (u,v)
is not recursive. We need only to show that K <, Kp, where
K={ne N |ne Wy}

is known to be not recursive.
Let function f(x) = (x, x). Clearly f(x) is computable. Then

K <, Ko because x € K if and only if (x,x) € K. As K is not
recursive, neither is Kj.

23 /33
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m-completeness

Definition A set A is m-complete if
1. Aisr.e., and
2. for every r.e. set B, B <,, A.

Example: Kj is m-complete. That is because if a set B is r.e., then

B = {xeN|g(x)l} for some partially computable g
= {xeN|P(x,z)]|} for some zg
= {xeN|(x,2) € Ko}

That is, B <,, Ky, so by definition Kj is m-complete.

24 /33
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More Theorems of Reducibility

Theorem 6.3. If A<,, Band B <,, C, then A<, C.

Proof. Let A={xec N | f(x)€ B} and B={xec N | g(x) e C}.
Then A= {x e N | g(f(x)) € C}, and g(f(x)) is computable. O

Corollary 6.4. If A is m-complete, B is r.e., and A <,, B, then B
is m-complete.

Proof. If C is r.e. then by assumption C <,, A, and A <, B. It
follows that C <, B, hence B is m-complete. O

Definition A =,, B means that A <., B and B <, A.

25 /33
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KO Sm K
To prove Ky <., K, we need to find a computable function f such
that 7((n, q)) is the number of a program with the following
property
de(n) L & Prngn(f(n,g)) L
Let & be the program
Y « oW(1(X), r(X2))
and let p = #(2?). Therefore,
CDCI(n) - wé%(X1,<n, q>) :¢(2)(X17<n7 q>7p)
oW (x1, S1((n, ), P)) = Ps1((ng).p)(31)
for all x1. In particular, when x; = St((n, q), p) we arrive at
¢ (n) - cl>51(<n q), p)(511(<n* q>/ p))
That is, (n,q) € Ko if and only if S1((n,q),p) € K. As
f({n,q)) = St((n,q), p) is computable, we conclude Ky <,, K.

26 /33
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Theorem 6.5.
1. K and Ky are m-complete.
2. K=, Ko.

27 /33
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Reducibility, Another Example
Theorem 6.6. The set EMPTY = {x € N | W, = ()} is not r.e.
Proof. We will show K <,, EMPTY. As K is not r.e., so neither is
EMPTY. Let 2 be the program | ¥ < &(X, X,)| and let

p=#(2). As & ignores its first argument, so for a given z,
(Vx) (V' 5 )(x z)]) ifandonlyif ®(z,z)|
By the parameter theorem
WEEZ)(XLXZ) = 0@ (xq, %0, p) = ©Y(x1, S} (%2, p))
Therefore, for any z,
z€ K ifandonly if &(z,z)1
if and only if ®M(x, S}(z, p)) 1 for all x
if and only if We(, ,) =0
if and only if S}(z,p) € EMPTY
As f(z) = S}(z, p) is computable, so we have K <,, EMPTY. 28/33
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Are There Many Not Recursive Sets?

Let I be some collection of partially computable functions of one
variable. We may associate with I the set (usually called an index
set)

Rr={teN| o, T}
R is a recursive set just in case the predicate g(t), defined as
g(t) < &, €T, is computable.

Invoking Church’s thesis, we can say that R is a recursive set just
in case there is an algorithm that accepts programs & as input
and returns the value TRUE or FALSE depending on whether or

not the function \U(;) does or does not belong to I'.

We will show that Ry is almost always not recursive.
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Rice's Theorem

Theorem 7.1. Let [ be a collection of partially computable
functions of one variable. Let there be partially computable
functions f(x) and g(x) such that 7(x) belongs to ' but g(x) does
not. Then Rr is not recursive.

Proof. Let h(x) be the function such that h(x) 71 for all x. We
assume first that h(x) does not belong to I'. Let g be the number
of

Z +— ¢(X2,X2)
Y «+ f(X1)

Then, for any i, Si(i, q) is the number of

X2 —
Z — (D(XQ,XQ)
Y « f(X1)

30/33
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Rice's Theorem, Proof Continued
Proof. (Continued) Now
e K = ®o>,i)] = Ps1;, q)(x) = f(x) forall x
= d>51(- )(x) el
= Si(i,q) € Rr,
and
i¢gK = o>,i)1T = Ps1(iq y(x) 1T forall x
= ‘Ds}(i,q)(X) =h¢gT
= Si(i,q) & Rr,

so K <,, Rr. By theorem 6.2, Rr is not recursive.

If h(x) does belongs to I, then the same argument with " and
f(x) replaced by I and g(x) shows that R is not recursive. But
Rp = I?r, so, by Theorem 4.1, Ry is not recursive in this case
either. O
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Rice's Theorem, Examples

Consider the following collections of partially computable
functions:

1. [ is the set of computable functions;
2. [ is the set of primitive recursive functions;

3. [ is the set of partially computable functions that are defined
for all but a finite number of values of x.

Is the set R recursive in each of the above three cases?
None of them is recursive.

To see why, for example, simply let f(x) = ui(x) and g(x) =1 — x
and invoke the Rice's theorem. (Note that g(x) is defined only for
x=0,1.)
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Rice's Theorem, Implications

We often wish to develop algorithms — that is, programs — that
will accept a program as input and will return as output some
useful property of the partial function computed by that program.
Of course, for the algorithms (programs) to be useful, they must
terminate for all input.

However, when this property is sufficiently interesting — that is,
some function has this property but some has not — then by
Rice's Theorem, there exists no such algorithm (program) to tell
whether the input program has such property or not.
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