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Abstract

We suggest a spectral histogram, defined as the marginal distribution of filter responses, as a quantitative definition for a texton

pattern. By matching spectral histograms, an arbitrary image can be transformed to an image with similar textons to the observed.

We use the v2-statistic to measure the difference between two spectral histograms, which leads to a texture discrimination model. The

performance of the model well matches psychophysical results on a systematic set of texture discrimination data and it exhibits the

nonlinearity and asymmetry phenomena in human texture discrimination. A quantitative comparison with the Malik–Perona model

is given, and a number of issues regarding the model are discussed.

� 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Texture perception is one of the pillars in the study of

early visual perception (Beck, 1966; Julesz, 1962). Much

of the psychophysical work concentrates on texture

discrimination, or detecting whether two texture patches

can be discerned rapidly by human observers (for re-

views see Bergen, 1991; Papathomas, Chubb, Gorea, &
Kowle, 1995). Effortless texture discrimination takes

place rapidly and is viewed as a preattentive process that

occurs in parallel across the whole visual field. A critical

empirical issue is what stimulus conditions result in

preattentive texture segregation as opposed to a slow,

effortful process that requires focal attention. Many

texture patterns have been devised to test various ideas

and hypotheses on this issue, and have revealed an array
of perceptual phenomena concerning texture discrimi-

nation.

Beck, a pioneer in texture perception, described a

multistage conceptual model for texture segregation in

1982. According to his model (Beck, 1982), the first

stage performs local feature detection with receptive

fields in the visual system. The second stage extracts the

total differences in color, luminance, orientation, and

size between neighboring texture elements. The last

stage segregates an image into regions of the same tex-

ture on the basis of the magnitude and distribution of

difference signals.
In a life-long effort to pursue a scientific theory for

texture perception similar to that of the Young–Helm-

holtz trichromatic theory for color perception, Julesz

and his colleagues are the most influential in conceptual

thinking about texture perception as well as in setting

the empirical agenda on the investigation of texture

discrimination. After extensive formulations and refor-

mulations in terms of high-order statistics, Julesz even-
tually proposed the texton theory for texture perception.

According to the texton theory, textures are discrimi-

nated if they differ in the density of certain simple, local

textural features, or textons (Julesz, 1981, 1995). Three

textons have been consistently specified (Julesz, 1981,

1986): elongated blobs defined by color, orientation,

size, etc., line terminators, and line crossings. Collin-

earity and local closure are often mentioned in the
literature as well. Though theorized by Julesz as
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perceptual atoms, ‘‘What textons really are is hard to

define’’ (Julesz, 1995, p. 134). As pointed out by Bergen

and Adelson, one major difficulty with his approach is

that ‘‘it is based on a verbal description of image fea-

tures’’ (Bergen & Adelson, 1988, p. 363).

More recently, texture discrimination has received

considerable attention from the computational per-

spective, and many models have been proposed (see
among others Barth, Zetzsche, & Rentschler, 1998;

Caelli, 1985; Fogel & Sagi, 1989; Graham, Beck, &

Sutter, 1992; Malik & Perona, 1990; R€aath & Morfill,

1997; Rubenstein & Sagi, 1990; Turner, 1986; Voorhees

& Poggio, 1988). Although these models differ in details,

they all share a three-stage common structure, referred

to as filter–rectify–filter (FRF) model by Wilson (1999).

The first stage is filtering by a set of linear filters. The
second stage is a nonlinear rectification process, fol-

lowed by some pooling operation (lowpass filtering).

Rectification removes or inverts negative filter re-

sponses, and compresses the range of responses. Note

that the rectifying nonlinearity is necessary, since, oth-

erwise, linear filters will give responses that cannot dis-

criminate in the third stage two texture patches with the

same mean luminance. The pooling operation performs
some spatial averaging, smoothing, or nonlinear inhi-

bition to remove inhomogeneity in rectified filter re-

sponses. This is necessary because filters are regularly

laid out, whereas texture elements on an image are not.

Without pooling filter responses within a homogeneous

texture region would produce inhomogeneous responses

due to the misalignment between texture elements and

filters, creating problems for subsequent processing. The
third stage––the second filtering stage––determines tex-

ture boundary, or equivalently, produces texture regions

on the basis of some edge/contour detection. We note

that this common structure is very similar to Beck�s
conceptual model described earlier.

The above computational models are mainly moti-

vated by perceptual data obtained from synthetic

textures, which are easy to modify in a controlled way––
often necessary for collecting systematic psychophysical

data. Moreover, these models mainly aim at simulating

perceptual data or exhibiting perceptual phenomena.

Though some of these models are quite successful in

accounting for empirical data on texture discrimination,

they do not provide an explicit model for texton or

texture itself. By an explicit model we mean that it gives

an explicit description of what a texture is. The above
models aim at producing boundaries between different

textures, which do not necessarily lead to texture models

beyond boundary detection, and their adequacy as a

texture model is never checked. Thus, these quantitative

efforts do not seem to provide much insight into the

nature of texture perception in Julesz�s sense.
On the other hand, explicit texture modeling has been

undertaken in computer vision. The most popular is a

class of Markov random field (MRF) models (Cross &

Jain, 1983; Dubes & Jain, 1993; Geman & Geman,

1984). MRF models define probability distributions

based on some correlation within a local neighborhood.

Once an MRF model and its parameters are specified, a

statistical sampler can be used to generate (synthesize)

individual textures that realize the model. Texture

models of this kind have been successfully applied to
texture image processing, including classification and

segmentation. On the other hand, these models cannot

account for the kind of textures often used in psycho-

physical experiments; such textures, though mostly

synthetic and binary, generally have particular elements

and global structure, and as a result they are very diffi-

cult to describe and synthesize on the basis of local

statistical models.
Motivated by the observation that two textures are

often difficult to discriminate if they trigger filter re-

sponses with a similar distribution, Heeger and Bergen

(1995) proposed a histogram-based model for texture

synthesis. Given an original texture, their model first

decomposes it into an image pyramid using a bank of

steerable filters (Simoncelli, Freeman, Adelson, & Hee-

ger, 1992) that are sensitive to both orientation and scale
of the image structure. For each subband image in the

pyramid, its response histogram is calculated. During

the synthesis stage, their algorithm attempts to trans-

form an initial noise image into a similar texture using

the same filter bank by applying the following procedure

iteratively. At each iteration, the current synthesized

image is first decomposed into an image pyramid as

for the original texture. Then each subband image is
transformed using a deterministic histogram matching

algorithm so that its histogram matches the corre-

sponding one in the original pyramid. An updated

image is subsequently generated by inverting the trans-

formed subband images, which is a computationally

advantageous property of the pyramid representation.

They have reported impressive results for natural

textures, and the study has motivated considerable sub-
sequent research into texture synthesis (Portilla & Si-

moncelli, 2000; Zhu, Liu, & Wu, 2000; Zhu, Wu, &

Mumford, 1997). Though not explicitly stated, the

Heeger and Bergen study implies a texture model that

corresponds to the histograms of an image pyramid. To

our knowledge, however, no histogram-based model has

been used to address human texture discrimination.

In this paper, we study a version of the histogram-
based model, called spectral histogram, for simulating

human texture discrimination; in particular, we suggest

a spectral histogram as a quantitative definition for a

texton pattern. The spectral histogram model consists of

marginal distributions of responses from a bank of fil-

ters within an image window. We show that this model

elegantly avoids both the rectifying nonlinearity and

subsequent pooling in FRF models, thus resulting in a
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more parsimonious model. The adequacy of the model

is established by extensive results on synthesizing both

synthetic and natural textures using an effective sam-

pling algorithm. To address texture discrimination, we

employ the v2-statistic to measure the distance between

two spectral histograms. This model yields surprisingly

good performance on a systematic set of texture dis-

crimination data. This performance is compared with
that of the Malik and Perona model (Malik & Perona,

1990). The spectral histogram model demonstrates the

nonlinearity of human texture discrimination. Further-

more, we illustrate that it can exhibit the asymmetry

phenomenon in texture discrimination.

This paper is organized as follows. Section 2 describes

the spectral histogram model and verifies its adequacy as

a texton model by synthesizing texture patterns with
distinct spectral histograms. Section 3 simulates a set

of psychophysical data on texture discrimination, and

draws a comparison with the Malik–Perona model.

Section 4 relates the special histogram model with other

studies on texture modeling and discrimination. Section

5 discusses a number of issues including biological

plausibility. Section 6 concludes the paper.

2. Spectral histogram for texton modeling

Based on psychophysical and neurophysiological

data, it is widely accepted that the human visual system
transforms a retinal image into a local spatial/frequency

representation. Such a representation can be simulated

by a bank of filters with tuned frequencies and orien-

tations, e.g. Gabor filters, and finds applications in

many areas including image compression. For texture

modeling, filter responses themselves are not adequate

as textures are regional properties, as demonstrated by a

recent comprehensive study on filter-response methods
for texture classification (Randen & Husoy, 1999). The

result shows that all the methods included in the study

fail to produce meaningful classification results for a set

of textures, suggesting that filter responses are not suf-

ficient to characterize textures.

Within the spatial/frequency representation, addi-

tional steps seem necessary in order to address the in-

adequacy of filter responses. One reasonable step would
be to integrate information from filter responses so as to

form perceptually meaningful feature statistics for

textures. Studies of human texture perception (Bergen &

Adelson, 1988; Chubb, Econopouly, & Landy, 1994)

show that two textures are often perceptually similar

when they give a similar distribution of responses from

a bank of filters. A recent study (Kingdom, Hayes, &

Field, 2001) demonstrates that human observers are
sensitive to histogram differences in synthetic wavelet-

textures.

Motivated by perceptual observations and the Heeger

and Bergen texture synthesis model (Heeger & Bergen,

1995), we describe a spectral histogram model within the

local spatial/frequency representation framework, for

characterizing a texton pattern. We then apply the

model to texture discrimination in the next section.

2.1. Definition and properties

Given an input image windowW and a bank of filters

fF ðaÞ; a ¼ 1; 2; . . . ;Kg, we compute, for each filter F ðaÞ, a
subband image WðaÞ through linear convolution, i.e.,

WðaÞðvÞ ¼ F ðaÞ �WðvÞ ¼
P

u F
ðaÞðuÞWðv� uÞ, whereby a

circular boundary condition is used for convenience.

For WðaÞ, we define the histogram as H ðaÞW ðzÞ ¼ 1=jWjP
v dðz�WðaÞðvÞÞ, which corresponds to the marginal

distribution. 1 We then define the spectral histogram

with respect to the chosen filters as

HW ¼ ðH ð1ÞW ;H ð2ÞW ; . . . ;H ðKÞW Þ: ð1Þ
This definition reflects the assumption that a texture is
defined collectively by responses of different filters. Ac-

cording to (1), the spectral histogram of an image or an

image patch is essentially a vector consisting of marginal

distributions of filter responses. The size of the input

image window, jWj, is called the integration scale. Be-

cause the marginal distribution of each filter response is

a probability distribution, we define a similarity measure

as v2-statistic, which is used widely to compare two
histograms,

v2ðHW1
;HW2

Þ ¼ 1

K

XK

a¼1

X

z

ðH ðaÞW1
ðzÞ � H ðaÞW2

ðzÞÞ2

H ðaÞW1
ðzÞ þ H ðaÞW2

ðzÞ
: ð2Þ

The spectral histogram integrates responses from dif-
ferent filters and provides a naturally normalized feature

statistic to compare images of different sizes. By im-

plicitly integrating geometrical and photometric struc-

tures of textures, the spectral histogram provides a

sufficient model for characterizing perceptual appear-

ance of textures (Liu, 1999).

Since a bin in a histogram counts how many of the

identical filters generate a similar response within a
spatial window that is substantially larger than the size

of a texture element, a spectral histogram is funda-

mentally insensitive to precise locations of texture ele-

ments within the window. This property is illustrated in

Fig. 1. Fig. 1a and b show two textures with similar

spectral histograms, and thus the images would belong

1 In statistical modeling of images, by associating each pixel with a

random variable, WðaÞ is viewed as one sample from the underlying

joint distribution. Under the assumption that the random variables are

independent and identically distributed, the joint distribution is

completely determined by the marginal distribution and the histogram

is the maximum likelihood estimate of the marginal (Duda, Hart, &

Stork, 2000) and thus the underlying distribution.
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to the same texture. Pixelwise, however, the two images
are very different. For example, the root-mean-square

distance between them is larger than that between

Fig. 1a and c, the latter being a Gaussian noise image.

We emphasize that this important characteristic is con-

sistent with the evidence from human texture discrimi-

nation that ‘‘only the number (or density) of textons has

perceptual significance and their position is ignored’’

(Julesz, 1981, p. 97).
Formally, the spectral histogram model exhibits de-

sired properties for texton modeling. Because filter re-

sponses depend only on relative locations of pixels, the
exact position of the image windowW does not affect its

spectral histogram as long as it encloses the same texture

region, thus resulting in translation invariance. Because

the histogram function is nonlinear due to the usage of

the delta function, the spectral histogram is also non-

linear. To see this, let W be a nonzero uniform image

window, i.e., WðuÞ ¼ c for all u, where c is a nonzero

constant. Let W1 ¼ bW and W2 ¼ ð1� bÞW, where
0 < b < 1, and thus W1 þW2 ¼W. For a given F ðaÞ,
let WðaÞðvÞ ¼ F ðaÞ �WðvÞ ¼

P
u F
ðaÞðuÞc ¼ c1 for all v.

Fig. 1. Patches with similar histograms that are perceptually indiscriminable and those with dissimilar histograms that are perceptually different.

Here eight filters, consisting of the intensity filter, two local difference filters, two LoG filters, and three Gabor filters, are used to calculate the spectral

histogram, and their corresponding histograms are separated by dash lines with filter profiles shown below. Here profiles are scaled for illustration

purposes. The size of all the images is 128
 128 and pixel values are between 0 and 255. (a, b) Two patches with their corresponding spectral

histograms. The spectral histograms are similar. However, the root-mean-square distance between the two patches is large––94.0 per pixel. (c) A

Gaussian noise image with its spectral histogram. The root-mean-square distance between this patch and that in (a) is 84.5 per pixel, smaller than the

distance between (a) and (b).
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Because of the linear convolution, we haveW
ðaÞ
1 ðvÞ ¼ bc1

and W
ðaÞ
2 ðvÞ ¼ ð1� bÞc1. Thus we have H ðaÞW ðzÞ ¼ dðz�

c1Þ, H ðaÞW1
ðzÞ ¼ dðz� bc1Þ, and H ðaÞW2

ðzÞ ¼ dðz� ð1� bÞc1Þ.
For all F ðaÞ where c1 is not zero, we have H ðaÞW 6¼
H ðaÞW1
þH ðaÞW2

. 2 In addition, multiple filters impose differ-

ent constraints on the geometrical structures of images

within the same spectral histogram, and this makes

linear summation not applicable to spectral histograms.

The nonlinearity of human texture discrimination was

demonstrated by Williams and Julesz (1992a), and was
used as evidence against any linear model (e.g. Bergen &

Adelson, 1988). The issue of nonlinearity will be further

discussed in Section 3.

We have shown elsewhere that a spectral histogram

can uniquely represent an image up to a translation

given sufficient filters (Liu & Wang, 2000). Intuitively,

each filter provides a constraint on the set of images that

share the spectral histogram of the image. By adding
more and more filters, the set becomes more and more

constrained and it can be eventually made to contain

only the image and its translations. Also, with appro-

priately chosen filters the spectral histogram provides a

unified texture feature statistic, where many existing

texture features can be treated as special cases (see Liu,

1999).

2.2. Texton patterns as spectral histograms

Besides the problem of being a verbal description
(Bergen & Adelson, 1988), the notion of textons as

conspicuous local features implies that textons are per-

ceptual properties. This seems at odds with the evidence

that texture segregation takes place at a level earlier than

the one at which perceptual features can be derived

(Bergen, 1991). Even for visual cortical cells with Ga-

bor-like receptive fields, which are frequently taken as

edge or line detectors, they respond also to sinusoidal
gratings, white noise, and many other patterns. Textons

such as corner and closure detectors are more special-

ized and complex to compute, and thus would presum-

ably arise even later in the visual processing pathway.

We suggest a filter histogram as a quantitative defi-

nition for a texton pattern. A texton, according to this

suggestion, would simply correspond to a filter. The

entire spectral histogram given in (1), which consists of
multiple filter histograms, defines a texture. The com-

putation leading to a spectral histogram involves com-

monly used spatial/frequency filters, and thus our

definition does not invoke perceptual attributes. Our

definition is primarily based on the observation that

texture images with a similar histogram are composed of

similar elements and similar densities; as such, they

would appear perceptually similar, as shown in the next

subsection.

2.3. Texture synthesis

To verify the sufficiency of the spectral histogram

model we have performed extensive texture synthesis

experiments. Given an observed texture, such as the one

shown in Fig. 2a, we compute its spectral histogram,

which encodes the perceptual structure of the image

implicitly. To check the sufficiency of the spectral his-

togram for characterizing textures, we then generate

images that satisfy the constraints HI ¼ Hobs, where I is
an image, HI its spectral histogram, and Hobs the spectral

histogram of the observed image.

In the following simulations we use a fixed set of

47 filters; these are two local difference filters: Dxx ¼
½�1:0 2:0 �1:0 
 and Dyy ¼ ½�1:0 2:0 �1:0 
t (one
along a row and one along a column with t indicating

transpose), three Laplacian of Gaussian (LoG) filters:

LoGðx; yjT Þ ¼ ðx2 þ y2 � T 2Þ expf�ðx2 þ y2Þ=T 2g (with
T set to

ffiffiffi
2
p

=2, 1, and 2), and 42 Gabor filters:

Gaborðx; yjT ; hÞ ¼ expf�ð1=2T 2Þð4ðx cos h þ y sin hÞ2þ
ð�x sin hþ y cos hÞ2Þg cosðð2p=T Þðx cos hþ y sin hÞÞ (with
T set to 2, 4, 6, 8, 10, 12 and 14 and six equally-spaced

orientations at each scale) to characterize texton pat-

terns. Note that the specific forms of filters are not

critical for the spectral histogram representation (see

Fig. 9 for example).
Due to the high dimensionality of I (for a 128
 128

image, the dimension is 16 384), the constraints of

a spectral histogram need to be satisfied through sto-

chastic simulation because traditional deterministic

search methods are computationally not feasible. One

commonly used method is the Gibbs sampler (Geman &

Geman, 1984), which has been demonstrated to be ef-

fective for natural textures (Zhu et al., 2000). Essentially
the Gibbs sampler tries to reduce the error between the

given histograms and the ones of the current image

following a statistical procedure. In the binary image

case, it computes the errors using the black and white

intensity at a pixel location and the resulting new value

is set with a higher probability to the one with the

smaller error. The probability is also controlled by a

gradually reduced temperature parameter. The con-
straints of different filters are incorporated in the error

evaluation between histograms. In practice, the effec-

tiveness of the sampler critically depends on the tem-

perature parameter and can be easily trapped at local

minima (i.e. suboptimal results); Fig. 2b shows a typical

example of such failure. Our experiments show that the

problem becomes worse for gray-level textures.

To explore the image space more effectively, we utilize
a sampling procedure similar to that given by Zhu et al.

(1997). The procedure was originally proposed to learn

parameters in a probability model. Here it is used as a

2 A normalization is needed when two spectral histograms are

summed together.
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sampling algorithm to effectively explore the space in

which the spectral histogram matches the observed one.

By updating parameters along the sampling process, the

resulting algorithm eliminates the temperature parame-

ter. A version of the sampling algorithm for binary

textures is given in Appendix A. Fig. 2c shows the initial

condition for the sampling procedure, which is a white

noise image. Fig. 2d and e show intermediate images at

sweep 40 and 100 respectively. Fig. 2f shows the syn-

thesized image at sweep 4000, which is perceptually

similar to the observed. The texture element is synthe-

sized very well through the constraints imposed by dif-

ferent filters; the global structure is also reproduced. Fig.

2g shows the average histogram error per filter with

respect to the number of sweeps. As is evident from Fig.

2g, there exist local minimum states, and our sampling

Fig. 2. A texture and synthesized images at different sweeps. The size of the image is 128
 128. (a) Observed image. (b) A synthesized image using

the Gibbs sampler. The error per filter, defined as
PK

a¼1
PLðaÞ

i¼1 jH
ðaÞ
Isyn
ðiÞ � H ðaÞobsðiÞj=K, is 0.116. (c) Initial image for sampling. (d)–(f) Synthesized images

at sweep 40, 100, and 4000 with the error per filter of 0.237, 0.098, and 0.028 respectively. (g) The error per filter with respect to the number of sweeps.
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procedure overcomes local minima and reaches a glob-

ally optimal state.

Fig. 3 shows several more examples. Fig. 3a shows a

synthesized texture consisting of hexagons arranged

regularly. The spectral histogram captures the hexagons

as well as the regular structure. Fig. 3b shows a texture
consisting of randomly placed pluses and Fig. 3c circles.

The micropatterns are captured by their spectral histo-

grams. Fig. 3d shows that �R� can be reproduced using

the spectral histogram. Fig. 3e shows a texture of empty

circles placed on a regular grid. The structure of each

element is synthesized solely based on the spectral his-

togram. Worth noting in the above examples is that the
regular layout of texture elements is very well captured

Fig. 3. Synthesized images for synthetic textures with different micropatterns. In each column, the upper part shows the observed texture and the

lower part a synthesized texture at sweep 4000. (a) A texture consisting of regularly arranged hexagons. (b) A texture consisting of pluses. (c) A

texture with filled circles. (d) A texture consisting of R�s. (e) A texture consisting of empty circles. (f) An image consisting of two distinct textures.
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by the spectral histogram model. Fig. 3f shows an in-

teresting case, where one spectral histogram captures

both circle and plus elements at the same time (recall

that boundary wrap-around is employed).

Note that the filters are fixed for all the synthesis

examples and there is no explicit template for a texture

element. The basic elements are captured by the spectral

histograms through imposed constraints by different
filters. This offers distinct advantages over texture

models based on explicit templates (Voorhees & Poggio,

1988). Not only must a large number of templates be

specified to model different kinds of textures, but also

must the elements appeared in the observed image be

extracted, which is computationally expensive. In addi-

tion, a perceptual distance between textures still needs to

be defined as textures consisting of different templates
need to be compared for discrimination (see Fig. 5 for

example).

The spectral histogram is perceptually sufficient not

only for synthetic texture patterns, but also for natural

images, as shown by Heeger and Bergen (1995), Zhu

et al. (1997), Zhu et al. (2000), and Liu (1999). For ex-

ample, Fig. 4a shows a cheetah image and Fig. 4b shows

a patch of cheetah skin. Fig. 4c shows the synthesized
patch by matching the spectral histograms. The syn-

thesized image captures the perceptual characteristics of

the cheetah skin.

The above results clearly demonstrate that different

images with similar spectral histograms yield percep-

tually similar appearances. These results on synthetic

images, together with extensive results on natural tex-

tures, suggest that spectral histograms capture a level of

image description that is sensitive to certain types of
spatial information such as orientation, scale, and den-

sity, while oblivious to elaborate geometrical properties.

A texture model requires a balance between descriptions

that are too simple to reveal anything different and those

that are too complex to generate any abstraction of an

image (Watt, 1995). The spectral histogram model, we

believe, strikes a balance of this kind.

3. Texture discrimination

The previous section demonstrates that the spectral

histogram model provides a viable definition for tex-

tures. Given that much of psychophysical data on tex-

ture perception is on comparing texture images, a

critical evaluation of any attempt for quantitative texton

modeling is to match psychophysical data of texture

Fig. 4. Natural texture of cheetah skin. (a) An image containing a cheetah. The size of the image is 648
 972. (b) The cheetah skin from the enclosed

area in (a). The size of this area is 104
 258. (c) A synthesized image of 256
 256.
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discrimination. This section tests our model with a set of

systematic human data on texture discrimination. The

set consists of 10 texture pairs, as shown in Fig. 5. Seven

are from Kr€oose (1986), two from Williams and Julesz

(1992a), and one composed of R�s and mirror-image R�s
(called R-mirror-R). The same 10 texture pairs were

used to evaluate the well-known Malik and Perona
model (Malik & Perona, 1990), thus facilitating a quan-

titative comparison with their model. The texture pairs

shown in Fig. 5 were scanned from Malik and Perona

(1990).

Eqs. (1) and (2) essentially constitute our model

for texture discrimination. We adopt similar procedures

used by Malik and Perona (1990) for testing texture

discrimination performance. Instead of using 96 pairs of
filters in Malik and Perona (1990), we use the same two

gradient filters and three LoG filters used in the syn-

thesis experiments. Gabor filters are not used for dis-

crimination because orientation is not a major factor for

discriminating the texture pairs in Fig. 5. At each pixel

location, we extract local spectral histograms at inte-

gration scale 29
 29, i.e. over a window of 29
 29

pixels centered at the location, and the gradient is the
average v2-distance per filter between the spectral his-

tograms of the two adjacent windows along a row. Then

the gradient is averaged along each column as done in

Malik and Perona (1990). The texture gradients gener-

ated from our method for the two texture pairs (+ O)

and (R-mirror-R) are shown in Fig. 6b and d.

Several observations can be made from the gradient

results of Fig. 6. First, a texture pattern does not give
rise to a homogeneous texture region, and variations

within each texture region are clearly visible. For regu-

larly arranged micropatterns people do perceive distinct

columns besides the middle boundary that separates two

main texture regions; see the texture pair (+ O) in Fig. 5.

Second, because of the variations among different

micropatterns, the absolute value of texture gradient

should not be used directly as a measure for texture
discrimination as in Malik and Perona (1990). As shown

in Fig. 6d, even though the gradient is much weaker

compared to Fig. 6b, the filters still respond to element

variations, which is also evident in Malik and Perona

(1990). However, no texture boundary is perceived in

this case.

Based on these observations, we propose a texture

discrimination measure as the difference between the
central peak and the maximum of two adjacent side

Fig. 5. Ten texture pairs scanned from Malik and Perona (1990). The size of all the scanned images is 154
 154.
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peaks. In other words, the peak corresponding to the

middle boundary is compared against the two adjacent

ones corresponding to the interior boundaries within

each texture. In the (+ O) case, the central peak is 0.239,

and the left and right side peaks are 0.104 and 0.08 re-

spectively. Thus the discrimination measure is 0.135.

For the (R-mirror-R) case, the central peak is 0.017 and
the left and right side peaks are 0.012 and 0.027 re-

spectively. Thus the measure is )0.01, indicating that the
two texture regions are not discriminable at all.

We calculate the proposed discrimination measure

for the 10 texture pairs. Table 1 shows our results along

with the psychophysical data from Kr€oose (1986), and

the results from Malik and Perona (1990). Here the data

from Kr€oose (1986) was based on the converted data
given in Malik and Perona (1990). Fig. 7 shows the

data points linearly scaled so that the measures for the

second pair (+ [ ]) match. Our measure predicts that that

(+ O) is much easier to discriminate than all the other

pairs, the pair (LL, ML) is barely discriminable with a

score of 0.001, and the pair (R-mirror-R) is not dis-

criminable with a score of )0.01.
It is clear from Table 1 that our model performance is

entirely consistent with the other two. Note that the

Malik and Perona model (Malik & Perona, 1990) is

a representative of FRF models; thus our qualitative

comparisons in Section 4.3 apply to their model. In

addition, we employ only five commonly used filters

instead of 96 pairs of filters in their model. Their model

needs an elaborate form of nonlinearity that depends on

inter-filter interactions specific to different filter types

(they reported that simplified versions of this nonlin-
earity produce inferior performances).

As alluded to earlier, nonlinearity is an important

property of human texture discrimination. Texture pairs

(L, M) and (LL, ML) were constructed by Williams and

Julesz (1992a) to argue against linear models. The (L,

M) pair is among the ones that are easily discriminable.

However, the (LL, ML) pair, which was constructed

by simply adding a uniform texture of little L�s at the
endpoints of the L�s and M�s in the (L, M) pair, is not.

This demonstrates that texture discrimination cannot be

a simple linear operation; some form of nonlinearity

must be included in order to account for this phenom-

enon. The reason is the following. The discriminability

of the uniform texture of L�s is zero. When this texture

is added to the easily discriminable (L, M) texture, the

discriminability of the resulting (LL, ML) texture should

Fig. 6. The averaged texture gradient for two selected texture pairs in

Fig. 5. (a) The texture pair (+ O). (b) The texture gradient averaged

along each column for (a). The horizontal axis is the column number

and the vertical axis is the gradient. (c) The texture pair (R-mirror-R).

(d) The texture gradient for (c).

Table 1

Texture discrimination scores

Texture pair Texture discriminability

Human data

(Kr€oose, 1986)
Malik and Perona

results (Malik &

Perona, 1990)

Spectral

histogram

results

(+ O) 100 407 0.135

(+ [ ]) 88.1 225 0.036

(L +) 68.6 203 0.027

(L M) n.a. 165 0.023

(D !) 52.3 159 0.018

(+ T) 37.6 120 0.015

(+ X) 30.3 104 0.014

(T L) 30.6 90 0.004

(LL;ML) n.a. 85 0.001

(R-mirror-R) n.a. 50 )0.01

Fig. 7. Texture discrimination results. Here the horizontal axis cor-

responds to the order of the texture pairs in Table 1 and the vertical

axis the texture discrimination scores. (. . .) Psychophysical data from

Kr€oose (1986); (–––) results from Malik and Perona�s model (Malik &

Perona, 1990); (–––) results from the spectral histogram model.
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equal that of the (L, M) texture if texture discrimination

were a linear operation. But it is not: the discriminability

of the (LL, ML) texture is in fact much lower (see Fig. 5).

The Malik and Perona model (Malik & Perona, 1990) is

able to reproduce this nonlinearity by incorporating two

nonlinear stages. In contrast, our model reproduces the

nonlinearity without any additional nonlinear opera-

tion.
According to Malik and Perona (1990), their model

cannot account for asymmetry in texture discrimination,

which refers to the phenomenon that one texture em-

bedded in another one is more readily discriminated

than when the latter is embedded in the former (Gurnsey

& Browse, 1987; Williams & Julesz, 1992b). Our model

may be able to account for the asymmetry phenomenon,

and we illustrate this by a simulation involving the
commonly used textures of +�s and L�s. Fig. 8 shows test

patterns used in our simulation. To be consistent with

our previous evaluation methodology, we place one

texture in the middle and the other one on the two sides.

To reflect that the middle one forms the foreground, we

compare the peak corresponding to a boundary sepa-

rating two textures with the peak within the side

(background) texture. Note that the layout in Fig. 8
yields two such scores, and the average is taken to in-

dicate the discrimination strength.

For Fig. 8a, the discrimination score produced by our

model is 0.005, and for Fig. 8b it is 0.018. In other

words, our model predicts that the texture of +�s in the

middle of the texture of L�s is more difficult to dis-

criminate than when the latter is in the middle of the

former, hence discrimination asymmetry between the
two textures. This prediction matches the psychological

data (Gurnsey & Browse, 1987). The reason for our

model to exhibit discrimination asymmetry is that the

variability within the texture of L�s is larger than that

within the texture of +�s. As a result, the boundary

separating the two textures can be relatively stronger or

weaker compared to spurious boundaries generated

within a background texture. This explanation is similar
to that given by Rubenstein and Sagi (1990), who did

a more systematic study on discrimination asymmetry

based on an FRF model.

4. Relation to other studies

This section clarifies the similarity and difference be-

tween the spectral histogram model and other related

studies on texture modeling and texture discrimination.

We first point out the relationship with the texton the-

ory, and then relate to the texture processing literature

that also employs some form of histogram analysis.
Finally, we compare with FRF models for texture dis-

crimination.

4.1. Relation to Julesz’s texton theory

We are directly inspired by the texton theory for our

employment and analysis of histograms. According to
the texton theory (Julesz, 1981, 1995), preattentive tex-

ture segregation occurs between two regions only if

they differ in texton density, irrespective of the spatial

Fig. 8. Asymmetry in texture discrimination. (a) A texture region of

+�s flanked by those of L�s with the average texture gradient. The

discrimination score produced by the spectral histogram model is 0.005

and the size of the image is 154
 230. (b) A region of L�s flanked by

those of +�s. The discrimination score is 0.018 and the size of the image

is 154
 223.
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relationships among textons. A histogram, or marginal

distribution, provides a means to represent densities.

However, our model builds on spatial/frequency filters

and their responses are systematically represented in the

spectral histogram. As a result, our model does not need

to invoke specialized detectors, which would require a

relatively late stage of perceptual computing as well as

to limit the scope of the theory (see Section 2.2).
Therefore, our model can be applied not only to syn-

thetic textures commonly used in psychophysical ex-

periments but also to natural textures, a point further

discussed in Section 4.3.

4.2. Relation to other histogram-related studies

A histogram analysis is frequently used both for data

analysis and image processing (Haralick & Shapiro,

1985). In the literature of texture processing, Unser

(1986) used the sum and difference histograms of pixel

pairs for texture classification. Voorhees and Poggio

(1988) proposed to employ histograms to compare local
distributions of blob detector responses in order to de-

rive texture boundaries. To compare two histograms,

they compute the maximum difference between corre-

sponding histogram bins. We have compared their sta-

tistic and ours on a systematic database for texture

classification, and found that the v2-statistic yields better

performance (Liu & Wang, 2000). More comparisons

with their model are given in Section 5.2. Based on re-
sponses from a nonlinear filter, R€aath and Morfill (1997)

used a histogram comparison to derive texture bound-

aries. Ojala, Pietikainen, and Harwood (1996) and

Hofmann, Puzicha, and Buhmann (1998) also employed

some response histograms for texture processing. In

contrast to these studies, which treat a histogram as a

texture feature for producing good empirical results, we

treat the spectral histogram as an explicit model of
texture and verify its validity using texture synthesis.

Our model can be treated as an extension to the

Heeger and Bergen model proposed for texture synthesis

(Heeger & Bergen, 1995). The main difference lies in the

synthesis procedure; ours uses statistical sampling that

is guided directly by the histogram difference between an

original image and a synthesized one, whereas theirs

matches histograms independently in an image pyramid.
Their iterative algorithm is computationally efficient,

but does not guarantee convergence; they reported that

it generally converges in a few iterations (see also Por-

tilla & Simoncelli, 2000). More problematic is that after

convergence there is no assurance that the histogram of

the reconstructed image is close to that of the original

one. Our simulations with their algorithm indicate that

the algorithm is particularly prone to the local minimum
problem for synthetic textures studied in this paper; that

is, the algorithm converges to an image whose histogram

is quite different from that of the original. This is illus-

trated in Fig. 9 with the textures of circles and pluses

used in Fig. 3. The middle image in Fig. 9a shows the

synthesized texture by the Heeger and Bergen algorithm

when the original image is the left one in Fig. 9a. The

quality of synthesis is reasonable but not as good as ours

in Fig. 4c. When the original texture is the left one in

Fig. 9b, the quality of their synthesized texture given in

the middle of Fig. 9b becomes worse. To investigate
whether the lower quality is caused by the filters used or

the synthesis procedure, the right images in Fig. 9a and

b show the corresponding results from our algorithm

using the same steerable filters employed in their model.

The quality of synthesis is significantly improved. Quan-

titatively, the spectral histogram difference between the

synthesized texture and original one in Fig. 9a is 0.111

per filter for their algorithm and it is reduced to 0.016
for our algorithm. For Fig. 9b, the difference for their

algorithm is 0.326 per filter and it is reduced to 0.013

for our algorithm. This clearly indicates that their syn-

thesis procedure is a main cause for the relatively poor

performance.

Zhu et al. (1997) studied texture synthesis by learning

a probability model using histograms of filter responses.

First the probability model is learned based on the ob-
served image(s). Then the texture synthesis is achieved

by sampling the learned probability model. While the

system is successful in synthesizing natural textures, the

learned probability model seems ineffective for synthetic

textures; even with texture elements used as filters di-

rectly and a specially designed sampling procedure, the

synthesized textures are perceptually different from

the observed ones (Zhu et al., 1997). In contrast, our
texture model is defined by spectral histograms, and

it is conceptually consistent with the texton theory.

Our improved sampling procedure makes it possible to

synthesize challenging textures used in psychophysical

experiments.

4.3. Comparison with FRF models

Essentially our model consists of three stages: a fil-

tering stage, a histogram gathering stage, and a histo-

gram comparison stage. In comparison with FRF

models, ours is a filter-histogram-contrast model. Our

first stage is the same as in FRF models. We do not need
a rectifying nonlinearity because a spectral histogram

reflects statistics higher than the first-order moment

(mean). To explain this point, we show the histogram

responses to two images of identical mean but different

variances. Such examples are commonly used to justify

the rectifying nonlinearity. Fig. 10 shows an image with

the spectral histograms of the left and right half. The

image was generated by adding Gaussian noise with
different variances to a uniform image and thus the left

and right regions have identical mean but different

variances. However, their spectral histograms are very
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different in the relative heights of peaks, resulting in a

large v2-distance between them. After rectification, a

pooling operation is needed in FRF models for reducing

inhomogeneity in filter responses. Because a histogram

is gathered from a window of a particular integration

scale, it implicitly performs a kind of spatial smoothing.

The third stage for computing a texture boundary is

similar between our model and FRF models, which in-
volves a difference (or similarity) measure. In our case,

because histograms are marginal distributions, we use

v2-statistic to measure the difference between histograms

(other statistics can also be used, see Liu, 1999). For

FRF models, the comparison is between two spectra of

various filter responses.

The above discussion makes it clear that our model is

simpler at the conceptual level. It does not need a rec-
tifying nonlinearity and subsequent pooling; the latter

has been argued to require another nonlinear operation

(Malik & Perona, 1990). The computational functions

of such operations are intrinsically incorporated in his-

togram gathering. Thus, our model is more parsimoni-

ous.

Because the visual system normally deals with natural

images, a good texture model should, in addition to
discriminating synthetic textures, perform well on clas-

sifying real textures. Rarely are standard models evalu-

ated on real textures. A main reason for this is that

psychophysical experiments almost always use binary,

synthetic textures. Such impoverished stimuli are often

necessary in controlled human experiments. However,

one undesirable consequence is that resulting theories

and computational models are often limited to just such

stimuli, not applicable to natural images. We think that

popular notions such as line, corner, and terminator
detectors, in the texture perception literature, even the

texton theory itself, are colored by the use of laboratory

stimuli.

Randen and Husoy (1999) recently performed an

extensive evaluation of various texture classification

methods that are based on filter responses directly. Their

system setup for comparing purposes includes filtering,

nonlinearity, smoothing, and then classification. Thus,
the setup can be viewed as an FRF model. Their com-

parisons conclude that no method performs consistently

well on natural images, and this comprehensive study

suggests that FRF models are inadequate to classify

natural textures (see also Chubb & Landy, 1991). On the

other hand, the spectral histogram has been successfully

used to classify a large number of real texture images

(Liu, 1999; Liu & Wang, 2000). Our systematic com-
parison shows that the spectral histogram model sub-

stantially outperforms FRF models.

Fig. 9. Comparison with the Heeger and Bergen algorithm (Heeger & Bergen, 1995) for synthetic texture synthesis. In each row, the left column

shows the observed image, the middle a synthesized texture using their algorithm, and the right a synthesized texture using the sampling algorithm

given in Appendix A. Here the same steerable filters are used in both synthesis algorithms. (a) A texture consisting of circles. The difference between

the observed histogram and the synthesized one is 0.111 per filter for their algorithm and 0.016 for our algorithm. (b) A texture consisting of pluses.

The difference between the observed histogram and the synthesized one is 0.326 per filter for their algorithm and 0.013 for our algorithm.
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Fig. 10 illustrates that a histogram can discriminate

the second-order moment (variance), thus no need for

rectification. Indeed, a spectral histogram encodes all
the higher order moments. In contrast, FRF models can

only discriminate differences in the second-order mo-

ment, because discrimination is essentially based on

filter-response energy, which corresponds to a second-

order statistic (for more discussions see Kingdom et al.,

2001). Recently, Kingdom et al. (2001) tested the sen-

sitivity of human observers to differences in histograms

of synthetic wavelet-textures. Their experiments show
that human subjects are sensitive to not only the second-

order moment between two wavelet histograms but also

the third-order (skew) and the fourth-order (kurtosis)

moments. This result clearly implies that FRF models

are inadequate for human texture discrimination. On the

other hand, the spectral histogram model measures di-

rectly histogram differences, and it is sensitive to higher

order moments such as skew and kurtosis. This analysis
shows that the spectral histogram model is more general

than an FRF model, and it is reduced to the latter when

higher than second-order statistics are ignored from the

histograms.

5. Discussion

5.1. Filter selection

The performance of all filter-based models, including

ours, inevitably depends on the choice of filters. For
example, if no color filter is used a model cannot char-

acterize or discriminate color-defined textures. In the

other extreme, as discussed in Section 2.1, given suffi-

cient filters the spectral histogram model can uniquely

represent an arbitrary image up to a translation. The

model described here uses three common types of filter:

LoG, Gabor, and difference. Our extensive synthesis

results on both synthetic and natural textures show that
a fixed set of filters is often sufficient to capture texture

characteristics. The choice of specific parameter values

for each filter is obviously motivated by performance

Fig. 10. The spectral histograms of two regions with an identical mean but different variances. Here the same eight filters as in Fig. 1 are used for

illustration. (a) An image consisting of such two regions, which is generated by adding Gaussian noise with different variances to a uniform image.

The left region has a variance of 10 and the right 50. The size of the image is 128
 128. (b) The spectral histogram of the left region. (c) The spectral

histogram of the right region.
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considerations. However, it is not a difficult task given

some general understanding about the filter and the

texture.

Two topics related to filter selection have been stud-

ied before. The first is known as filter design: given a

filter family, filter design aims to choose the best pa-

rameters for a given task. Filter design has been studied
extensively for Gabor filters, and the most common

method is to identify local peaks in the frequency do-

main and then align the filters around the identified

peaks (Bovik, Clark, & Geisler, 1990; Geisler & Ham-

ilton, 1986; Heeger, 1987). As shown in a comparative

study on different kinds of filters (Randen & Husoy,

1999), no single filter type can give consistent results on

several texture sets. The second topic addresses the se-
lection of a subset from a large filter bank for a given

task. Because it is computationally infeasible to ex-

haustively search for the best subset when the number of

filters is large, greedy (locally optimal) algorithms are

often adopted in practice, where the best filter together

with the ones already chosen forms the next choice and

the procedure is repeated until reaching some perfor-

mance requirement (Campbell & Thomas, 1997; Jain &
Farrokhnia, 1991; Liu & Wang, 2001; Zhu et al., 1997).

5.2. Texture segregation

The goal of texture segregation is to produce

boundaries separating different texture regions, or,

conversely, to segregate an image into regions of ho-

mogeneous texture. A potential issue with the spectral

histogram model is that, because histogram gathering

requires a sizable window, it may lead to grossly inac-
curate boundaries. Note that this issue is not unique to

our model, and standard models for texture segregation

all include a stage of spatial pooling, which has an effect

of blurring boundaries. In essence, texture features re-

quire a larger spatial scale to manifest than, say, lumi-

nance, color, or motion features.

To illustrate how our model can apply to segmenting

natural textures, we process an image that was first used
in Voorhees and Poggio (1988). The image, shown in

Fig. 11a, contains a cheetah biting a buffalo. Fig. 11b

shows the texture gradient of the image produced by our

model. The gradient at a pixel location is the sum of the

v2-distances between the spectral histograms of adjacent

windows along a row and a column. In a row or column,

the gradient is calculated in the same way as in our

texture discrimination experiments. Given the gradient,

we detect the texture boundaries by finding local max-

ima in the gradient image and the resulting texture
boundaries are given in Fig. 11c. The cheetah bound-

aries in Fig. 11c are more extensive and accurate than

that generated by Voorhees and Poggio (1988). Ours

also yields the boundaries of the buffalo, while theirs

does not because their system is specifically designed for

blob-like textures.

Fig. 11 is meant to be an illustration. Segmentation of

natural textures in the context of spectral histograms is a
topic to be dealt with in a separate study (see also Liu,

1999), where we suggest a subsequent stage for accurate

boundary localization.

5.3. Biological plausibility

In Section 4.3, we have discussed that our model,

being sensitive to higher than second-order statistics, is

consistent with human texture perception while FRF

models are not adequate. Using a class of independent,
identically distributed textures, Chubb et al. (1994)

illustrated that histogram contrast might be used by the

visual system to draw distinctions between different

image regions. An analysis performed by Kingdom et al.

(2001) suggests that a model based on response histo-

grams from Gabor filters is superior to a model based on

pixel histograms. These results are also consistent with

our model and lend direct support to our use of filters
and their response histograms. On the other hand, much

work––both empirical and theoretical––remains to be

done to characterize human sensitivity to histogram

contrast.

One advantage of FRF models, e.g. the Malik and

Perona model, is that its components are biologically

plausible. How plausible is our filter-histogram-contrast

model biologically? The filtering stage in our model is
commonly used in other models of texture discrimina-

tion, and as previously mentioned early processing by

spatial/frequency filters in the visual system is widely

Fig. 11. Boundary detection for a natural texture image: (a) input image, whose size is 277
 422; (b) texture gradient produced by the spectral

histogram model; (c) detected texture boundaries.
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accepted (Campbell & Robson, 1968; De Valois & De

Valois, 1988). More specifically, our study has employed

three types of filters: LoG filters, Gabor filters, and

difference filters. Physiological evidence supports the

existence of neurons whose response properties resemble

LoG and Gabor filters. Difference filters correspond to

simple edge detectors along the horizontal and the ver-

tical direction (see Fig. 1), and this processing can be
carried out by simple cells in the visual cortex (Hubel,

1988).

To compute a statistical quantity, such as a histo-

gram bin, requires neurons with sizable receptive fields,

which would presumably occur in the extrastriate cor-

tex (Kandel, Schwartz, & Jessell, 1991; Schiller, 1995).

Neurophysiological experiments found that many neu-

rons in cortical area V2, but not in V1, respond to il-
lusory contours (von der Heydt & Peterhans, 1989; von

der Heydt, Peterhans, & Baumgartner, 1984). Further-

more, Merigan, Nealey, and Maunsell (1993) found that

V2 lesions damage the ability of monkeys to discrimi-

nate the orientations of texture boundaries. These

results point to a crucial role by V2 in texture discrim-

ination (see also Wilson, 1999).

Little is known about how a visual neuron might
calculate a statistic by pooling the responses from a

population of other cells. Hence, our following discus-

sion is inevitably speculative. A unique aspect of histo-

gram gathering is that the entire response spectrum

needs to be considered. Our simulations demonstrate,

however, that a few histogram bins are often sufficient

for the purpose of texture synthesis and discrimination.

Let us consider how a single bin could be calculated. To
detect whether the response of a linear filter (presumably

in V1) falls into the bin needs two conditions to be si-

multaneously satisfied: the response needs to be greater

than one threshold and less than another. So, this comes

down to a conjunction of two thresholding operations,

which is easy to implement even with the simplest

kind of a neuron model: the McCulloch–Pitts model

(McCulloch & Pitts, 1943). Once this is computed, the
histogram bin would simply be a summation from a

group of such conjunction neurons. Multiple bins of the

same filter as well as multiple filters would be calculated

in the similar fashion.

Given coded histogram bins, a contrast measure be-

tween them, such as the v2-statistic in (2), can be first

decomposed into local comparisons within individual

bins. A subsequent operation involving spatial summa-
tion and shunting inhibition would yield the outcome.

6. Conclusion

We have suggested the spectral histogram model as a

quantitative definition for texton patterns, and demon-

strated that model predictions well match a systematic

set of texture discrimination data. In addition, the model

exhibits both nonlinearity and asymmetry in texture

perception. While the present study focuses on textures

commonly used in psychophysical experiments, the

spectral histogram model performs equally well on

natural textures.

In our view, the lack of a quantitative formulation for

the texton theory becomes a major obstacle to progress,
and our model represents a first attempt towards this

end. As such, our model is almost certainly wrong in

many aspects. On the other hand, our model provides a

solution to several key issues in characterizing elusive

textons and in modeling texture discrimination.
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Appendix A. Sampling algorithm for binary textures

Here we give the sampling algorithm used in this

paper for completeness. The algorithm was proposed by

Zhu et al. (1997) for learning probability models of

images. Before using this algorithm, one needs to specify

the filters (F ðaÞ) to be used, the number of histogram bins
(LðaÞ) and the bin locations for each filter, s, which

controls the learning speed, and �, which specifies the

stopping criterion. The histogram (H ðaÞI ) is obtained

by first convolving I with F ðaÞ and then computing the

histogram of the filtered image. For all the synthesis

results in this paper, we have used 47 filters (see Section

2.2) including local difference filters, LoG filters, and

Gabor filters. We have used three bins for the local
difference filters and 11 bins for all other filters; other

values can also be used. The bin locations are deter-

mined by dividing the filter-response range into the

specified number of bins of equal size. In our experi-

ments, s is fixed to 0.035 and � is 0.025. kðaÞi , the pa-

rameter associated with the corresponding histogram

bin, determines its influence on Pblack and is learned

along with the sampling process. While the algorithm
can be implemented straightforwardly, an efficient im-

plementation requires the effective computation of H ðaÞIblack
and H ðaÞIwhite from H ðaÞIsyn based on the following fact: one of
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Iblack and Iwhite is the same as Isyn and the other differs

from Isyn by only one pixel.

The synthesis algorithm is as follows:

For a binary input texture, compute H ðaÞobs; a ¼
1; . . . ;K.
Initialize Isyn as a binary white noise image and

kðaÞi  0.

Repeat

For each pixel location~vv in Isyn, do

Iblack  Isyn, Iblackð~vvÞ  0, Iwhite  Isyn,

Iwhiteð~vvÞ  1.
Compute H ðaÞIblack and H ðaÞIwhite ; a ¼ 1; . . . ;K.

Eblack  
PK

a¼1
PLðaÞ

i¼1 kðaÞi 
 H ðaÞIblackðiÞ,
Ewhite  

PK
a¼1

PLðaÞ

i¼1 kðaÞi 
 H ðaÞIwhiteðiÞ
Pblack  expð�EblackÞ=
ðexpð�EblackÞ þ expð�EwhiteÞÞ.
Isynð~vvÞ  0 with probability Pblack and Isynð~vvÞ  
1 with 1� Pblack.

kðaÞi  kðaÞi þ sðH ðaÞIsynðiÞ � H ðaÞobsðiÞÞ.
Until

PLðaÞ

i¼1 jH
ðaÞ
Isyn
ðiÞ � H ðaÞobsðiÞj6 � for a ¼ 1; 2; . . . ;

K.
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