
Andy Hamilton from INMOS explains how 
it's done. 

new languages, such as Occam, for 
parallel processing. Meiko and 
CERN are collaborating to produce 
next generation transputer soft­
ware. 

Students were able to keep in 
touch wi th their home base via 
electronic mail using a microVax 
loaned by Digital Equipment Corpo­
ration. 

The traditional vital role played 
by computing in high energy phy­
sics is becoming even more pivotal 
as demands become more intricate 
and exacting. A t the end of the 
course, students felt better equip­
ped to face the challenges of the 
future. 

From Bob Dobinson 

Casting HEPnet 
HEPnet is the name used to des­
cribe the various computer net­
working facilities dedicated to high 
energy physics. HEPnet intercon­
nects some 3000 computers in Eu­
rope and some 10000 throughout 
the wor ld . 

Some European countries alrea­
dy have a well-developed national 
computer network for the acad­
emic community (e.g. JANET in the 
United Kingdom, or more recently 
DFN in Germany). Where no such 
network exists, there are active 
plans to develop one. Furthermore, 
there are t w o major international 
computer networks used by the 
academic community — EARN and 
EUNET - as well as plans for cen­
trally-funded links between the na­
tional networks within the Eureka 
COSINE project. 

However high energy physics 

(HEP) has special additional require­
ments. Experimental facilities are 
large, expensive, unique, and cen­
tralized, while the scientists who 
use them are spread over at least 
200 institutes in Europe, and many 
more in other continents. There is 
also a very high level of inter­
national collaboration. 

The main Laboratories act as 
large centralized data sources. 
However many of the smaller insti­
tutes generate a lot of data through 
simulation work. The total data 
f low is therefore both large and 
manifold, bringing in its wake a de­
mand for network connectivity be­
tween collaborating research 
centres. 

In the near future, it is expected 
that data analysis will be domi­
nated by the use of powerful gra­
phics workstat ions working wi th-

mainframe computers or super­
computers. Such distributed pro­
cessing over geographical dis­
tances clearly requires powerful 
networks. 

The national networks, where 
they exist, are largely incompatible 
wi th one another. HEP, as an inter­
national community, requires inter­
national compatibil ity. The current 
and future international networks 
are either rather restricted in their 
functionality (EARN and EUNET), or 
in their choice of protocols (CO­
SINE) and their performance is lim­
ited when judged by the needs of 
HEP. However in many cases exist­
ing infrastructures can be linked at 
marginal cost to form a wider net­
work capable of meeting evolving 
needs. 

For these reasons and more, the 
HEP community evolved its own 
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computer network infrastructure to 
supplement general-purpose na­
tional and international networks. 

Over the past five years, coordi­
nated work by the HEP community 
has led to notable achievements -
establishment of an infrastructure 
of international HEP leased lines; 
an international private X.25 net­
work with a common addressing 

cheme; a wor ldwide DECnet 
(10,000 nodes); international CBS 
services; an emerging SNA/RSCS 
network; an emerging TCP/IP net­
wo rk ; and a rich set of gateways 
and converters. 

Leased lines 

Today, a total of 20 international 
leased lines partially or totally dedi­
cated to HEP are in operation over 
3 continents (11 lines at 64 Kbps; 
9 in the range 9 .6 /19 .2 Kbps) wi th 
connection points for France, Ger­
many, Italy, Netherlands, Spain, 

yveden (giving also access to Den­
mark, Finland, Iceland, and Nor­
way), Switzerland and the United 
Kingdom; the USA and Canada; 
and Japan. 

In France, Italy, Spain, the USA 
and Japan, the international links 
connect to a national infrastructure 
of leased lines dedicated to HEP. In 
the UK and Scandinavia, they con­
nect to general-purpose leased-line 
networks (JANET and NORDUNET 
respectively). 

The HEP leased lines form one 
of the biggest specialized intercon­
tinental communications infra­
structures and is complemented in 
most countries by the PTO (Post 
Office) public X.25 networks, and 
by general-purpose research net­
works such as EARN/BITNET and 
EUNET/USENET. 

Plans are well advanced for addi­
tional European and intercontinental 
links, and for the upgrade of sev­
eral of them to the range 1.5/2 
Mbps. 

X.25 

The private HEP X.25 network runs 
on top of the leased line infra­
structure, covering France, Italy, 
CERN/Switzerland and the USA, 
and has nodes in Germany, the Ne­
therlands and Spain. It is con­
nected to the JANET and NOR­
DUNET general-purpose X.25 ser­
vices. 

It uses the HEP X.25 addressing 
scheme based on the CCITT X.121 
standard. Where the scheme is ful­
ly implemented, the connected 
hosts (DTEs) are fully connected, 
and any DTE can be called using 
the same address from anywhere 
in the network. 

DECnet 

DECnet is currently the biggest HEP 
network, wi th more than 10,000 
nodes spread over Austria, Den­
mark, Finland, France, Germany, 
Italy, Norway, Portugal, Spain, 
Sweden and Switzerland in Europe, 
and in the USA, Canada and Japan. 

Except for Austria and Portugal, 
which are linked via the public X.25 
networks, the HEP DECnet runs 
over HEP leased lines, mostly on 
top of the HEP X.25 service. The 
HEP DECnet is coordinated wi th the 
Space Physics Analysis Network 
(SPAN) run by NASA in the USA 
and ESA in Europe. Additional con­
nections are planned wi th Belgium 
and the Netherlands. 

SNA/RSCS 

International SNA services are now 
emerging in Europe. Links are cur­
rently available between Saclay and 
Lyon in France and Zurich, Geneva 
and CERN in Switzerland. In addi­
t ion RSCS/BSC services are avail­
able between Rutherford Appleton 
in the UK, DESY in Germany, and 
CERN. However the bulk of the 
RSCS services between HEP sites 
is currently provided by the EARN 
network. 

The HEP SNA/RSCS services run 
currently directly on leased lines (or 
subchannels via bandsplitters), and 
not (yet) on top of lower layer facil­
ities such as X.25. Additional SNA 
connections are being considered 
between CERN and centres in Italy, 
the UK, Spain and Germany. 

TCP/IP 

TCP/IP services have been in use 
for several years by HEP on a local 
or regional basis in almost all coun­
tries. On the international front, Ja­
pan (KEK) and the USA (Berkeley) 
exploit an IP connection. In Europe, 
a first international TCP/IP link has 
been opened between the Nether­
lands (NIKHEF) and the Nordic 
countries (especially the Niels Bohr 
Institute, Denmark). Other inter­
national TCP/IP services are plan­
ned in the near future in Europe for 
France, Germany, Italy, Spain and 
Switzerland. Transatlantic HEP ser­
vices are also being considered. 

Gateways and converters 

To improve connectivity, the HEP 
community has developed and in­
stalled a number of converter and 
gateway facilities: the GIFT system 
for file transfer, jointly developed 
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HEPnet — worldwide links. 

by several organizations including 
INFN in Italy, and in operation at 
CERN. 

For electronic mail, a number of 
sites operate gateways, including 
INFN Bologna, CIEMAT Madrid, 
Niels Bohr Institute Copenhagen, 
and the MINT system at CERN. In 
addit ion, commercially available ga-
eways and converters are in use. 
,i several cases, the functionality 

of the HEP converters (e.g. the 
GIFT on-the-fly multiprotocol sys­
tem) is unparalleled. 

The GIFT service at CERN is in 
fact now near the end of its life, 
but has been further developed at 
the SARA computer centre in A m ­
sterdam, and is now in use outside 
HEP. 

HEPnet organization 

Despite an impressive list of 
achievements, serious problems re­
main and more work is needed to 
improve interfaces, reliabilities, res­
ponse t imes, documentation, etc. 
Higher bandwidths allowing more 

amanding applications are urgent­
ly required. 

In some countries physicists are 
still somewhat underprivileged and 
vast additional territories need to 
be covered. A line to India is on 
order. 

The features described so far are 
mostly funded and operated by in­
dividual institutes. Thus, at least 
until the end of 1988, HEPnet was 
coordinated, but not designed: it 
just grew. In Europe, recent growth 
has been mainly driven by the re­
quirements of the LEP experiments 
at CERN. 

However it became clear that 
HEPnet's complexity warranted a 
clarification of its organization. 
T w o committees were set up and 
have both become operational dur­
ing the first half of this year. 

The HEPnet Requirements Com­
mittee (HRC) is constituted by 
ECFA (European Committee for Fu­
ture Accelerators) to represent the 
networking needs of the European 
HEP community. Its members are 
mainly physicists designated by 
their national community and its 
role is to formulate needs and re­
view how well they are being met. 
Current chairman is Rob Blokzijl of 
NIKHEF-H. 

The HEPnet Technical Commit­
tee (HTC) is constituted by the 
HEP-CCC (HEP Computer Centre 
Coordinating committee) and its 
members are in general the man­
agers responsible from each site or 
country operating HEPnet leased 
lines. Its purpose is to coordinate 
the planning and operation of HEP­
net, wherever possible by reaching 
a consensus rather than by a vote. 

All formal agreements remain 

bilateral. A number of subcommit­
tees handle individual services such 
as DECnet or SNA/RSCS. The HTC 
chairman (currently Francois Flu-
ckiger of CERN) sits on the HRC, 
and vice versa. 

For the future, there will be in­
creasing emphasis on tools and 
procedures for operational network 
management. Optimistically, some 
of this work could be delegated to 
PTOs and the general-purpose net­
works , particularly for the lower 
level (data transport) services, but 
HEP will have to face the prospect 
of having to do more itself, espe­
cially for application services. 

An example of ongoing effort is 
the establishment of the first high­
speed link in the 2 Mbit /sec range, 
now coming into use between 
INFN (Bologna) and CERN (October, 
page 17). Others are expected to 
fol low. 
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High Performance 
BaF2 Scintillators 

MERCK - the authorized source! 

High quality BaF2 Scin­
tillators produced under 
CEA*.patents 

MERCK together with 
CRISMATEC is sole 
licensee for such BaF2 

Scintillators 

Commissariat a I'Energie Atomique, 
Paris, France 

• MERCK is also a reliable 
supplier for Csl, NaF, 
BGO and other materials 
of interest to you 

For further information 
please contact E. Merck, 
Darmstadt 

M E R C K 

E. Merck 
VIC ELO 
P.O.Box 4119 
D-6100 Darmstadt 1 
Phone: (06151) 723686 
Fax: (06151) 723630 
Telex: 419328-0 emd 

A u n i q u e a d v e r t i s i n g m e d i u m 
f o r s c i e n t i f i c 

a n d t e c h n i c a l e q u i p m e n t 

CERN COURIER is the internationally recognized 
news magazine of high energy physics. Distributed 
to all the major Laboratories of the world active in 
this dynamic field of fundamental research, it is 
compulsive reading for scientists, engineers, ad­
ministrators, information media and buyers. Wri t ­
ten in simple language and published simul­
taneously in English and French it has become the 
natural communication medium for particle physi­
cists in Europe, the USA, the Soviet Union, Ja­
p a n — everywhere where the fundamental nature 
of matter is studied. 

Published f rom CERN, Switzerland, it also has 
correspondents in the Laboratories of Argonne, 
Berkeley, Brookhaven, Cornell, Fermi, Los Alamos 
and Stanford in the USA, Darmstadt, DESY and 
Karlsruhe in Germany, Orsay and Saclay in France, 
Frascati in Italy, Rutherford in the U. K., PSI in Swit­
zerland, Serpukhov, Dubna and Novosibirsk in the 
USSR, KEK in Japan,TRIUMF in Canada and Peking 
in China. 

The annual expenditure on high energy physics in 
Europe is about 1500 million Swiss francs. The 
expenditure in the USA is about $ 800 million. 
There is similar expenditure in the Soviet Union. 

CERN COURIER is the way into all high energy 
physics research Laboratories. If you have a market 
in this field, there is no surer way to make your 
products known than by advertising in CERN 
COURIER. 

AH enquiries to : 
Advertising Manager 
Micheline Falciola 
CERN COURIER 
CERN 
CH-1211 GENEVA 23 
Tel. (022) 767 41 03 
Telex 419 000 CER 
Telefax (022) 78219 06 
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US developments 

In the US, Fermilab has been 
chosen by the US Department of 
Energy to manage HEPnet. Man­
ager Philip DeMar and staff at 
Fermilab will provide planning 
and coordination for operations 
and improvements and will be a 
focus for the development of 
network services. 

Fermilab already supports 
over half the US HEPnet users 
and maintains the majority of 
HEPnet links to US universities. 
Fermilab's proposal to provide 
management was a direct res­
ponse to a HEPnet Review Com­
mittee's report issued in June 
1988 which recommended cen­
tral management. 

HEPnet encompasses a wide 
variety of networks and services 
including the large international 
DECnet network wi th Digital 
Equipment Corp. V A X and 

other computer systems in the 
US, Europe and Japan reaching 
in all over 17,000 outlets. HEP­
net also uses the BITNET and 
INTERNET educational and re­
search networks. 

The HEPnet Manager will re­
present the technical needs of 
the high energy physics commu­
nity to these networks, coordi­
nate wi th other networks the im­
plementation of new software 
and-standards, and monitor traf­
fic and reliability with a view to 
introducing new and/or addition­
al features. 

The management task is inte­
grated wi th an overall reorgani­
zation of the Fermilab data com­
munications group under Mark 
Kaletka, covering both on- and 
off-site networking. HEPnet 
management is part of the latter, 
and the HEPnet Manager will 
also act as the Laboratory's ex­
ternal network Manager. 

Links at this speed are compara­
ble in throughput to a Local Area 
Network (LAN) and will go on to 
have a dramatic effect on the abili­
ty to exploit computers over geo­
graphical distances, and will thus 

Dticeably increase the productivity 
of distributed physics data pro­
cessing. 

The high-speed links must take 
account of HEPnet's multiple ser­
vices (DECnet, TCP/IP, SNA, etc.). 
Several techniques for sharing such 
links between services have been 
studied: exclusive use of a single 
basic protocol such as X.25 or IP; 
transparent LAN bridging; and in­
telligent multiplexing. HEPnet has 
recommended the latter for inter­
national 2 Mbit /sec lines, since it is 
a robust, well-understood tech­
nique using off-the-shelf compo­
nents. Modern intelligent multiplex­
ers allow reallocation of bandwidth, 
and can be managed remotely, and 
combinations of protocols can 
share a line wi th zero risk of inter­
ference. 

Hopefully, HEPnet soon will be 
able to use international links much 
faster than 2 Mbit /sec, keeping in 
step wi th LANs which will then 
routinely be 100 Mbit /sec. The 
best techniques for sharing the 
bandwidth of (say) 140 Mbit /sec 
international links, or even faster, 
are still under debate, although the 
Baden-Wurtemberg network has 
already proven its own technology. 

by Brian E. Carpenter 
and Frangois Fluckiger 

Glossary 

BITNET - American original 
of EARN 

BSC - Proprietary protocol 
f rom IBM 
CBS - Coloured Book Soft­
ware, the JANET protocols 
Converter Device converting 
one network protocol to 
another 
COSINE - Cooperation for 
Open Systems Interconnec­
tion in Europe 

DECnet - Proprietary network 
architecture from DEC 
DFN - Deutsches For-
schungsnetz 
DTE - Data Terminating 
Equipment (user of X.25 net­
work) 
EARN - European Academic 
Research Network 
EUNET - European Unix Net­
work 
Eureka - A European inter­
governmental research pro­
gramme 
Gateway - Device connecting 
t w o different networks 
GIFT - General Internet File 
Transfer, a converter at CERN 
JANET - Joint Academic 
Network (UK) 

MINT - Mail Interchange, a 
set of converters at CERN 

N0RDUNET - Nordic Univer­
sity Network 

OSI - Open Systems Inter­
connection, generic standards 
for networking 

PTO - Public telecommunica­
tions operator (e.g. a PTT) 
RSCS - Proprietary protocol 
f rom IBM 

SNA - Proprietary network 
architecture from IBM 

SPAN - Space Physics Analy­
sis Network 

TCP/IP - De facto standard 
protocols f rom America 
USENET - American original 
of EUNET 

X.25 - Standard for public 
data networks 
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DETECTORS WITH THE 
SPEED OF LIGHT! 

Relative light output from Pilot-U 
1.00 

1*36 nemo seconds 

10 

T h e s o l u t i o n t o a l l y o u r s p e c i a l 
d e t e c t o r n e e d s : 
SC INT ILLATORS f r o m 
NE T E C H N O L O G Y 

* Ultra-fast response - Pilot-U' 
* New formulations and wavelength shifters 
* Very wide range of applications 
* Improved light transmission now offered 
* Particle-selective capabilities 
* Materials of proven performance 
* Any practical size or shape 
* Can be tailored to each application 

Contact our sales office staff now for further details 

NE TECHNOLOGY LIMITED 
Bankhead Medway Sighthill Switzerland: NES Technology SA 
Edinburgh EH11 4BY, Scotland 17 Chemin Taverney, 1218 Geneva 
Tel: 44 (0) 31 453 5560 Telephone (022) 798 1661/62 
Tlx: 72333 Fax: 44 (0) 31 458 5044 Fax: (022) 791 0062 

NE TECHNOLOGY 
M E A S U R I N G U P T O T H E F U T U R E 
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