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Abstract
The problem of synthesizing specifications of undefined procedures has a broad range of applications, but the usefulness of the generated specifications depends on their quality. In this paper, we propose a technique for finding maximal and non-vacuous specifications. Maximality allows for more choices for implementations of undefined procedures, and non-vacuity ensures that safety assertions are reachable. To handle programs with complex control flow, our technique discovers not only specifications but also inductive invariants. Our iterative algorithm lazily generalizes non-vacuous specifications in a counterexample-guided loop. The key component of our technique is an effective non-vacuous specification synthesis algorithm. We have implemented the approach in a tool called HornSpec, taking as input systems of constrained Horn clauses. We have experimentally demonstrated the tool’s effectiveness, efficiency, and the quality of generated specifications on a range of benchmarks.

CCS Concepts: · Theory of computation → Invariants; Program specifications; Logic and verification; Automated reasoning.
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1 Introduction
Specification synthesis is a challenging and important problem because of its multiple applications. A direct application is the problem of finding specifications of functions with unknown bodies in the verification of open programs [3, 15, 48]; it can also be applied in the problem of inferring safe preconditions for a program [14, 40, 44, 45], and winning strategy synthesis in safety games [9]. One practically useful formulation of this task is concerned with a maximal and non-vacuous interpretation of unknown procedures under which a safety property (a.k.a. assertion) holds. Maximal specifications summarize the largest set of behaviors for unknown procedures, and thus are logically weakest. Non-vacuous specifications guarantee that the safety property does not hold vacuously by becoming unreachable.

Maximal specifications make minimal assumptions about undefined procedures, hence they are very valuable. The fewer the assumptions, the more choices are available for implementations of undefined procedures. However, maximality should be considered along with the program’s structure. In programs with loops, the maximal specifications should allow for invariants to exist to satisfy the safety property. Non-vacuous specifications are useful as they make assertions, capturing the program safety, reachable. A notable obstacle for an approach to specification synthesis is that for some tasks, there could be infinitely many maximal solutions, and some maximal solutions could be vacuous.

Multiple variants of specification synthesis have been proposed in [1, 3, 5, 8, 13–15, 26, 29, 42, 46–48]. The approaches include automata learning [3], learning patterns from program executions [5], usage of decision procedure [13], abstract interpretation [14] and even user guidance [15]. However, they rarely address the problems of maximality and non-vacuity at the same time (see Sect. 7 for more details).
A prominent approach to maximal specification synthesis [1] uses quantifier elimination to infer the weakest and non-vacuous preconditions for safety properties. It guesses specifications iteratively and uses a black-box verification oracle to find counterexample paths indicating the need to refine the specifications. Because driven by explicit counterexamples and external verification tools, this approach, however, may be ineffective on programs with control-flow divergence and loop invariants that are often difficult to find.

Our work is motivated by programs with complex control flow, i.e., with (possibly nested) loops and recursive functions. In such programs, specifications and invariants are tightly connected, thus allowing us to discover them at the same time. To guarantee non-vacuity, the search for specifications needs to be “global”: although a specification for some function is discovered with respect to only its calling context, we have to check that it does not lead to undesired consequences in the rest of the program.

As outlined in Fig. 1, our framework addresses the challenges of finding maximal and non-vacuous specifications for a wide class of programs with complicated control flow. It can be parameterized by choosing a constraint solver to produce some (possibly, non-maximal) specifications iteratively. Our approach lazily collects specifications and combines them in a single specification, which eventually becomes maximal. To accelerate convergence, we additionally require our framework to yield non-vacuous solutions – otherwise, combining specifications may have no effect. However, this non-vacuity requirement for the constraint solver appeared to be too strict for the existing solvers based on Syntax-Guided Synthesis (SyGuS) [2] and Satisfiability Modulo Theory of Uninterpreted Functions [16]. In particular, only one SyGuS-solver [43] is currently capable of taking the vacuity constraints into account – others cannot even parse them. Our key contribution is thus twofold:

- an effective approach to yield non-vacuous specifications (the upper block in Fig. 1), which is a key component in:
- an iterative generalization procedure (the rightmost block in Fig. 1) to combine various non-vacuous specifications to yield a maximal one.

Our novel approach to find non-vacuous specifications is based on the idea of *alternating backward and forward reasoning* over the program. Backward reasoning attempts to propagate the safety property towards the initial states of the program, similar to weakest precondition inference. On the other hand, forward reasoning resembles strongest post-condition inference, and is useful for inductive invariants (e.g., when an unknown function is called in a loop). While both propagation techniques are widely used in program analysis, our contribution is in their effective combination. Specifically, the alternation of these techniques lets us use some part of already learned inductive invariants to discover specifications and vice versa. Furthermore, to facilitate the synthesis of inductive invariants and specifications, our approach adopts SyGuS and Houdini [24] to find helper lemmas, without which the propagated invariants are not inductive.

Because our algorithm makes use of inductive invariants, it is convenient to view the verification conditions (with the safety property and the missing specification) as a set of constrained Horn clauses (CHCs), implications in first order logic using uninterpreted predicates. Our third contribution in the paper is the formulation of the maximal and non-vacuous specification synthesis problems as (sequences of) existential CHC problems, where the quantifiers are imposed by the vacuity constraints. Existing CHC solvers rarely support existential quantifiers, thus our paper introduces a new specialized CHC solving algorithm as well. CHCs are used as an intermediate representation in a variety of verification and synthesis tools, [12, 19, 25, 27, 30, 33–35, 38, 39], to name a few, thus our approach can be integrated with the existing verification frontends.

We have implemented our algorithm in a tool called HornSpec on top of the FreqHORN [20, 21] framework. We evaluated HornSpec on a set of 65 CHC benchmarks with Linear Integer Arithmetic (LIA) operations, largely derived from the competition of CHC solvers (CHC-Comp) [23]. Due to the lack of solvers that can get both maximal and non-vacuous specifications, we instantiated our non-vacuous synthesis algorithm with CVC4 (a SyGuS solver) and Z3 (an SMT solver) in our tool and compared their performance. When the tool used our non-vacuous CHC solving algorithm, it found maximal specifications for twice the number of benchmarks than the other two techniques combined (54/65 vs. 21/65 and 5/65). Even when we compared only non-vacuous CHC solving, our algorithm performed significantly better, exhibiting that it efficiently generates general solutions.

The rest of the paper is organized as follows. After an illustrating example in Sect. 2, we define the notation and terms in Sect. 3. Then, Sect. 4 and Sect. 5 give an overview of our solvers for non-vacuity and maximality, respectively. Experimental evaluation is presented in Sect. 6. Finally, we discuss related work in Sect. 7 and conclude in Sect. 8.
2 Illustrating Example

Fig. 2 gives a program and its verification conditions. The problem is to find specifications for functions \( f \) and \( g \), whose bodies are unknown, such that the assertion is not violated. The generated verification conditions can be represented by three (implicitly universally quantified) implication constraints (called constrained Horn clauses or CHCs, formally defined in Sect. 3.1). In the CHCs, the uninterpreted relation \( \text{ino}(x) \) represents an inductive (loop) invariant, and \( f(z) \) and \( g(y) \) represent the specifications for the functions \( f \) and \( g \), respectively. The first CHC requires that the initial state be part of the inductive invariant; the second captures that the inductive invariant is closed under the body of the loop (and outputs of \( f \)); and the third CHC constrains the states in the inductive invariant such that they (and outputs of \( g \)) do not violate the assertion. To solve the problem, we need to find interpretations for \( \text{ino}, f, \) and \( g \) under which every CHC is valid. Notice that, due to function calls, the last two CHCs have two relations on their left-hand sides, making them non-linear CHCs.

The existing non-linear CHC solving techniques, \([18, 36, 49]\) to name a few, generate vacuous specifications for the given CHCs, which makes the assertion unreachable. For example, SPACER \([36]\) yields \( \text{ino} \iff \lambda x \cdot \top, \ f \iff \lambda z \cdot \bot \), and \( g \iff \lambda y \cdot \bot \). This solution satisfies the CHCs, but allows for no behaviors of \( f \) and \( g \), hence a meaningless solution. In order to get useful non-vacuous solutions, our technique augments CHCs with existentially quantified constraints (defined in Sect. 3.4).

The technique presented in \([1]\) is not designed to directly handle inductive CHCs, like the second CHC in our example. Inductive CHCs are necessary to encode programs with a complex control flow, e.g., having loops and/or recursive functions. Inductive CHCs are challenging for SMT solvers that handle uninterpreted functions. For instance, the Z3 SMT solver (version 4.8.8) takes around ten minutes to come up with a solution.

We present an algorithm that not only approaches inductive CHCs, but also generates non-vacuous specifications using the alternation of forward and backward reasoning. For example, the algorithm finds the solution \( M_2 = \{ \text{ino} \iff \lambda x \cdot x \leq 19, \ g \iff \lambda y \cdot y \geq 19, \text{ and } f \iff \lambda z \cdot z \leq 0 \} \) for the CHCs in Fig. 2. It iterates over input CHCs to fix those implications that are not valid under the current solution.

\[
\begin{align*}
\text{int } x &= 19; \\
\text{while } (\cdot ) \{ \\
\text{ int } z &= f(); \\
\text{ x } &= x + z; \\
\text{ ino}(x) \land f(z) \land x' = x + z &\implies \text{ino}(x') \\
\} \\
\text{ int } y &= g(); \\
\text{assert}(y \geq x); \\
\text{ ino}(x) \land g(y) \land \neg (y \geq x) &\implies \bot
\end{align*}
\]

Figure 2. An example program (with a nondeterministic loop condition) and its CHC encoding.

An implication can be made valid either by weakening the relation on the right-hand side and/or strengthening the left-hand side’s some relations. We refer to these as forward and backward propagation, respectively. An implication can also be made valid, albeit vacuously, by computing a solution that makes the left-hand side \( \bot \). The algorithm avoids such vacuous solutions by requiring the left-hand side of each implication (after inserting a candidate solution) to be always satisfiable.

To solve the CHCs in Fig. 2, the algorithm begins with the weakest solution \( \top \) for all relations. It finds that the third CHC is not satisfiable, hence performs backward propagation to strengthen \( \text{ino} \) and \( g \). For example, \( \text{ino} \iff \lambda x \cdot x \leq 0 \) and \( g \iff \lambda y \cdot y \geq 0 \). It then proceeds to the second CHC and backward propagates the solution of \( \text{ino} \) to get \( f \iff \lambda z \cdot z \leq 0 \). At this point, the algorithm realizes that the current solution for \( \text{ino} \) (i.e., \( \text{ino} \iff \lambda x \cdot x \leq 0 \)) cannot satisfy the first CHC as it is too strong. It now changes the direction of propagation to forward and finds a weaker solution \( \text{ino} \iff \lambda x \cdot x \leq 19 \). It verifies that the solutions of \( \text{ino} \) and \( f \) also satisfy the second CHC. However, the third CHC is not satisfiable as \( g \iff \lambda y \cdot y \geq 0 \). It uses backward propagation again, strengthening to \( g \iff \lambda y \cdot y \geq 19 \). This gives the solution \( M_2 \), which satisfies all the three CHCs, so the algorithm terminates (details follow in Sect. 4).

Usefulness of specifications depends on the number of choices available for program implementations of undefined procedures. For example, when compared to another non-vacuous solution \( N_2 = \{ \text{ino} \iff \lambda x \cdot x \leq 19, \ f \iff \lambda z \cdot z = -1, \text{ and } g \iff \lambda y \cdot y = 19 \} \), \( M_2 \) allows more behaviors for \( f \) and \( g \), hence more choices to implement procedures \( f \) and \( g \). In fact, \( M_2 \) is the maximal solution for the CHCs in a sense that weakening of any of \( M_2(\text{ino}), M_2(f), \) or \( M_2(g) \), makes at least one CHC invalid.

To guarantee the maximality, we introduce a counter-example driven loop that lazily weakens the solution by reduction to another non-vacuous CHC task. For each (possibly non-maximal) solution, it first checks if any current interpretation could be weakened without sacrificing the validity of all CHCs. If not, the current solution is maximal. Otherwise, we obtain a counterexample-to-maximality (CTM) to formulate a new CHC task to be solved by our algorithm. By construction, the new CHCs are guaranteed to have a non-vacuous solution, which is weaker than the current one.

For instance, for a candidate \( N_2 = \{ \text{ino} \iff \lambda x \cdot x \leq 19, \ f \iff \lambda z \cdot z = -1, \text{ and } g \iff \lambda y \cdot y = 19 \} \), the loop first constructs an SMT formula that is satisfiable (with a CTM) if \( N_2 \) can be weakened, while also satisfying all the CHCs. It then uses the CTM and the current solution to determine which of the relations can be weakened. For instance, to weaken any of our relations, it constructs additional CHCs, including: 1) \( z = -1 \iff f(z) \) and 2) \( z \neq -1 \land p_1(z) \iff f(z) \). Intuitively, the two CHCs constrain a new solution to \( f \) to be strictly weaker than the current one, when relation
\( P_f \) has a non-vacuous solution (i.e., it does not conflict with \( z \neq -1 \)). A similar pair of CHCs are added for the relation \( g \). These four CHCs along with the input CHCs are provided as input to the non-vacuous CHC solving algorithm, which in turn generates the maximal solution \( M_2 \) (details in Sect 5).

3 Background

This paper approaches the task of specification synthesis by reduction to Satisfiability Modulo Theories (SMT) tasks. SMT aims to determine the existence of an assignment of variables of a first-order logic formula making it true. We write \( m \models \varphi \) to denote that an assignment \( m \) satisfies \( \varphi \) (also called a model). Formula \( \varphi \) is logically stronger than formula \( \psi \) (denoted \( \varphi \models \psi \)), if every model of \( \varphi \) also satisfies \( \psi \). The unsatisfiability of formula \( \varphi \) is denoted \( \varphi \models \bot \).

We will be dealing with first-order logic over a finite set of relation symbols \( \mathcal{R} \). We assume that each symbol \( r \in \mathcal{R} \) comes with an arity \( \alpha_r \). We write \( (x_1, \ldots, x_{\alpha_r}) \) to denote a formula \( \varphi \) with free variables in \( \{x_1, \ldots, x_{\alpha_r}\} \). For a formula \( \varphi \) with a free variable \( x \) and a term \( t \), we write \( \varphi[t/x] \) to denote the formula obtained by replacing each free occurrence of \( x \) in \( \varphi \) by \( t \). We define an interpretation for a relation symbol \( r \in \mathcal{R} \) to be a map \( R \) from \( \mathcal{R} \) to \( \mathcal{R} \), such that \( R \) is an interpretation for \( R \) and \( \varphi \). An interpretation for \( \mathcal{R} \) itself is a map \( M \) which associates with each symbol \( r \in \mathcal{R} \) an interpretation for \( r \). Given a formula \( \varphi \) and an interpretation \( M \) for \( \mathcal{R} \), we define \( \varphi[M] \) to be the formula obtained from \( \varphi \) by replacing each occurrence of a term of the form \( \varphi(x_1, \ldots, x_{\alpha_r}) \) by \( \varphi(x_1, \ldots, x_{\alpha_r}) \), where \( r \in \mathcal{R} \).

As interpretations for a relation symbol are essentially logical formulas, we can treat them as such and define, for instance, \( M(r) \models N(r) \) to mean that for all \( x_1, \ldots, x_{\alpha_r} \), we have \( M(r)(x_1, \ldots, x_{\alpha_r}) \models N(r)(x_1, \ldots, x_{\alpha_r}) \).

By \( \text{Expr} \) we denote the space of all possible quantifier-free formulas in our background theory and by \( \text{Vars} \) a range of possible variables. Since we will mainly deal with conjunctive formulas (which are created by adding/dropping conjuncts), we will sometimes interpret a finite subset \( s \) of \( \text{Expr} \) as a conjunction of all its elements, i.e., \( \bigwedge_{c \in s} c \).

Definition 3.1 (CHC). A CHC over a set of uninterpreted relation symbols \( \mathcal{R} \) is a formula in first-order logic that has the form of one of the following three implications:

\[
\varphi(\vec{x}_0) \models r_0(\vec{x}_0) \quad (1)
\]

\[
\bigwedge_{0 \leq i \leq n} r_i(\vec{x}_i) \land \varphi(\vec{x}_0, \ldots, \vec{x}_{n+1}) \models r_{n+1}(\vec{x}_{n+1}) \quad (2)
\]

\[
\bigwedge_{0 \leq i \leq n} r_i(\vec{x}_i) \land \varphi(\vec{x}_0, \ldots, \vec{x}_n) \models \bot \quad (3)
\]

where:
- for every \( i, r_i \in \mathcal{R} \) is an uninterpreted symbol;
- for some \( i \neq j \), such that \( i \neq j \), it could be (though not necessary) that \( r_j = r_j \);
- for every \( i, \vec{x}_i \) is a vector of variables of length \( \alpha_r \);
- for every \( i, j \) with \( i \neq j \), the vectors \( \vec{x}_i \) and \( \vec{x}_j \) have no variables in common; and
- \( \varphi \) is a satisfiable quantifier-free formula that does not contain any uninterpreted symbols.

For a CHC \( C \), we will make use of the following notation:
- \( \text{body}(C) \) (resp. \( \text{head}(C) \)) denotes the left (resp. right) side of the implication in \( C \);
- \( \text{rels}(\text{body}(C)) \) denotes the set of uninterpreted symbols \( r_i \in \mathcal{R} \) that appear in \( \text{body}(C) \);
- \( \text{rels}(\text{head}(C)) \) denotes the singleton set containing the uninterpreted symbol in \( \text{head}(C) \) when \( C \) is of type (1) or (2), and \( \{\bot\} \) otherwise;
- For \( C \) of type (1), \( \text{args}(\text{body}(C)) \) denotes \( \vec{x}_1 \), while for \( C \) of type (2) and (3), \( \text{args}(\text{body}(C)) \) denotes \( \bigcup_{i=0}^{n} \vec{x}_i \);
- \( \text{args}(\text{head}(C)) \) denotes \( \vec{x}_t \) when \( C \) is of type (1), \( \vec{x}_{n+1} \); when \( C \) is of type (2), and \( \emptyset \) when \( C \) is of type (3);
- \( \text{args}(C) \) denotes \( \text{args}(\text{head}(C)) \cup \text{args}(\text{body}(C)) \);
- \( \text{args}(r_i, C) \) (resp. \( \text{args}(r_i, \text{head}(C)) \)) denotes \( \vec{x}_i \); where \( r_i(\vec{x}_i) \) appears in \( \text{body}(C) \) (resp. in \( \text{head}(C) \)); and
- \( \varphi_C \) is used as a shortcut for the formula \( \varphi \) in \( C \).

A CHC of type (1) is called a fact, of type (2) is called inductive, and of type (3) is called a query. A CHC \( C \) is linear if \( \text{rels}(\text{body}(C)) \leq 1 \); otherwise it is non-linear. Linear CHCs can be used to model safety proofs for transition systems (i.e., programs with only one loop), while one typically needs non-linear CHCs to model programs with possibly recursive functions. In this paper, we consider systems that may contain both linear and non-linear CHCs at the same time, thus supporting programs with complex control flow.

Example 3.2. In Fig. 2, \( S \) consists of three CHCs over \( \mathcal{R} = \{\text{inv}, f, g\} \). The first CHC is a fact, the second is inductive and the third is a query. The first CHC is linear and the last two CHCs are non-linear.

Definition 3.3 (Solution). A system \( S \) of CHCs over \( \mathcal{R} \) is said to be satisfiable if there exists an interpretation \( M \) for \( \mathcal{R} \) which makes all implications in \( S \) valid, i.e., for all \( C \in \mathcal{R} \), it holds that \( \text{body}(C)[M/\mathcal{R}] \models \text{head}(C)[M/\mathcal{R}] \). We call such an interpretation \( M \) a solution to \( S \).

Definition 3.4 (Vacuous Solution). Let \( S \) be a system of CHCs over \( \mathcal{R} \) and let \( M \) be a solution to \( S \). We say that \( M \) is vacuous if (1) for some \( r_i \in \mathcal{R} \), \( M(r) \models \bot \), or (2) for some CHC \( C \in \mathcal{R} \) which is not a query, \( \text{body}(C)[M/\mathcal{R}] \models \bot \).

Existing CHC solvers cannot guarantee to output non-vacuous solutions (which are necessary for our specification synthesis task). Note that to avoid vacuous solutions, a system of CHCs can be augmented by existentially-quantified constraints. In particular, for both points of Def. 3.4, this would require:
void main()
{
    int x = f();
    int y = f();
    if (x == 5) return;
    assert (x == y);
}

Figure 3. Example of maximal vacuous solution.

\( h(x) \land h(y) \land x' = x + y \Rightarrow f(x') \)

\( h(x) \land h(y) \land x' = x + y \Rightarrow g(x') \)

\( f(x) \land g(y) \land \neg (x \geq y) \Rightarrow \bot \)

(a)

\( f(x) \land x' = x + 2 \Rightarrow f(x') \)

\( f(x) \land f(y) \land \neg (y \neq x + 1) \Rightarrow \bot \)

(b)

\( z = 0 \Rightarrow g(z) \)

\( f(x) \land g(z) \land \text{if } (z = 0) \text{ then } x' = 2021 \text{ else } x' = x \Rightarrow f(x') \)

\( f(x) \land f(y) \land \neg (x = y) \Rightarrow \bot \)

(c)

Figure 4. Non-linear CHCs for specification synthesis.

- for each \( r \in R \), \( \exists x . r(x) \), and
- for each CHC \( C \in S \), \( \exists x . \text{body}(C)(x) \).

We call such a CHC system \( \exists \)-extended, where these added constraints cannot be described by Def. 3.1, and thus need to be handled by an external solver.

Definition 3.5 (Strength Order). Let \( S \) be a system of CHCs over a set of relation symbols \( R \). We define a partial order (modulo logical equivalence) on the set of solutions of \( S \), as follows. For solutions \( M \) and \( M' \) to \( S \), we say \( M' \) is weaker than \( M \), written \( M \leq M' \), if for each \( r \in R \) we have \( M(r) \Rightarrow M'(r) \). We say \( M' \) is strictly weaker than \( M \), written \( M < M' \), if \( M \leq M' \) and there is an \( r \in R \) such that \( M'(r) \not\Rightarrow M(r) \).

Definition 3.6 (Maximal Solution). Let \( S \) be a system of CHCs over \( R \). We call a solution \( M \) to \( S \) maximal if there is no solution \( M' \) strictly weaker than it.

It is possible that a maximal solution is vacuous. For example, in a program in Fig. 3, \texttt{main}(x, y) represents the values of \( x \) and \( y \) that reach the assertion. But CHCs are ignorant of the assertion reachability in the original program. All formulas of the form \( x = n \), where \( n \) is an integer, are maximal solutions for \( f \). However, one of them, \( x = 5 \), is vacuous.

Interestingly, some CHC task could have many maximal solutions, where some of them could be vacuous.

4 Non-Vacuous Specification Synthesis

In this section, we describe our algorithm that overcomes the challenges of specification synthesis. A set of examples in Fig. 4 represents independent specification-synthesis problems. All of them have some uninterpreted predicate symbols that allow for vacuous solutions. In particular, in the CHC system in Fig. 4a the interpretation \( M_{vac} = \{ f \mapsto \top, h \mapsto \bot, g \mapsto \bot \} \) satisfies all the CHCs, but it is vacuous. A non-vacuous solution is

\( M_{a} = \{ f \mapsto \lambda x . x \geq 0, g \mapsto \lambda y . y \leq 0, h = \lambda x . x = 0 \} \).

Similarly, non-vacuous solutions for the systems in Fig. 4b and Fig. 4c are

\( M_{b} = \{ f \mapsto \lambda x . x \mod 2 = 0 \}; \) and

\( M_{c} = \{ f \mapsto \lambda x . x = 2021, g \mapsto \lambda z . z = 0 \} \).

4.1 Key Conceptual Insights

The challenges in finding non-vacuous and maximal solutions arise in the non-linearity of CHCs. For a linear CHC system, an approach based on abduction [17], would apply a backward reasoning beginning with the query CHC, and it would systematically find the weakest precondition. In contrast, for non-linear CHCs (such as all queries in Fig. 4), multi-abduction [1] can be used to get interpretations for predicates\(^1\) in a query, which then can be propagated backwards to eventually yield the weakest preconditions for all unknown predicates upon reaching their invocations. However, this might lead to vacuous solutions for CHCs because multi-abduction is driven by the SMT models obtained from a single CHC and ignores constraints from other CHCs\(^2\).

For Fig. 4a, an interpretation for \( f(x) \) and \( g(y) \) depends on some on \( m \) on \( x \geq y \). If \( m = \{ m \mapsto x \mapsto 0, y \mapsto 0 \} \), the solution is non-vacuous, as shown previously, but if \( m' = \{ m \mapsto x \mapsto 1, y \mapsto 1 \} \), we get the mapping \( M_{vac} \), such that \( M_{vac}(f) = \lambda x . x \geq 1 \) and \( M_{vac}(g) = \lambda y . y \leq 1 \). When this is propagated to the first two CHCs to get \( M_{vac}(h) \), using isomorphic decomposition, it leads to the only solution: \( M_{vac}(h) = \lambda x . x > 0 \land x < 0 \), which is vacuous. To prevent learning such predicates, our algorithm uses backtracking and iteratively re-solves multi-abduction using different models, while exploiting positive and negative results from the previous runs.

Abduction is not sufficient for the discovery of inductive interpretations in the case of loops, motivating us to alternate backward and forward reasoning. For instance, for Fig. 4b and 4c, the decomposition alone can respectively diverge, or be restarted many times. The former case, mentioned as a

\(^1\)Technically, we discover specifications as interpretations of predicates from CHCs. Thus, throughout the paper, we use the terms specifications and interpretations interchangeably.

\(^2\)Note that this side effect is specific only to our CHC settings, which in some sense modular. The original procedure in [1] can be applied to a “global” counterexample path-program, thus avoiding vacuous solutions.
Algorithm 1: solveCHCs

Input: CHCs $S$ over $\mathcal{R}$
Output: $\text{res} \in \{\text{sat}, \text{Lemmas} : \mathcal{R} \rightarrow \mathbb{Z}\text{Expr}),(\text{UNKNOWN}, \emptyset)\}

1. forward $\leftarrow \bot;$
2. for each $r \in \mathcal{R}$ do $\Sigma(r) \leftarrow \emptyset;$
3. while $\top$ do
4. if $\exists C \in S . (\text{body}(C)[\Sigma/\mathcal{R}] \implies \bot \land \text{head}(C) \neq \bot)$ then
5. $\Sigma \leftarrow \text{weaken}(C, \Sigma);$
6. forward $\leftarrow \top;$
7. else if $\exists C \in S . \text{body}(C)[\Sigma/\mathcal{R}] \not\implies \text{head}(C)[\Sigma/\mathcal{R}]$ then
8. if $\text{rel}(\text{body}(C)) = \emptyset$ then
9. forward $\leftarrow \top;$
10. else if forward $= \bot$ then
11. $\Sigma \leftarrow \text{strengthen}(C, \Sigma);$
12. else
13. $\Sigma \leftarrow \text{propagate}(S, C, \Sigma, \emptyset);$
14. forward $\leftarrow \bot;$
15. else
16. return $(\text{sat}, \Sigma);$
17. return $(\text{UNKNOWN}, \emptyset);$
Example 4.2. Recall the example in Sect. 2. To eventually end up with the solution, Algorithm 1 begins with the empty \( \Sigma \), i.e., \( \Sigma(\text{inv}) = \Sigma(f) = \Sigma(g) = \lambda x. T \) that is not vacuous. The algorithm finds that the third CHC is not satisfiable while checking rule R2:

\[
\top \land \top \land \neg(y \geq x) \implies \bot.
\]

Since the propagation direction is backward, candidates are strengthened to \( \Sigma(\text{inv}) = \lambda x. x \leq 0 \) and \( \Sigma(g) = \lambda y. y \geq 0 \) (line 11) using the abductive strengthening (to be explained in Sect. 4.4).

In the second iteration of the algorithm, R2 fails again as the second CHC is not satisfiable under \( \Sigma(\text{inv}) = \lambda x. x \leq 0 \) and \( \Sigma(f) = \lambda x. T \):

\[
x \leq 0 \land \top \land x' = x + z \implies x' \leq 0.
\]

In this case, the algorithm decides to strengthen only \( f \), though the second CHC also has \text{inv} in its body. This, too, distinguishes our algorithm from [1] and is achieved by the \textit{fairness} heuristic (to be explained in Sect. 4.5). The solution returned is \( \Sigma(f) = \lambda x. x \leq 0 \). But again, R2 fails as the first CHC (a fact) is not satisfiable under \( \Sigma(\text{inv}) = \lambda x. x \leq 0 \):

\[
x = 19 \implies x \leq 0
\]

Since the failed CHC is a fact, the direction of propagation changes (line 6). The candidate for \text{inv} is repaired to \( \lambda x. x \leq 19 \) by the inductive weakening (to be explained in Sect. 4.3), and the direction of reasoning is reversed (lines 13, 14). However, the query is still not satisfiable under \( \Sigma(\text{inv}) = \lambda x. x \leq 19 \) and \( \Sigma(g) = \lambda y. y \geq 0 \):

\[
x \leq 19 \land y \geq 0 \land \neg(y \geq x) \implies \bot.
\]

Then, the abductive strengthening yields \( \Sigma(g) = \lambda y. y \geq 0 \land y \geq 19 \). In the final iteration neither R1 nor R2 is applicable, so the current candidate \( M_i \) is returned. \( \square \)

To search for solutions of a system of CHCs, as done for example in [21], it is useful to define an ordering between CHCs. To keep the presentation simpler, our pseudocode does not specify which particular CHCs are selected for further processing. If either of checks R1 or R2 fails for more than one CHC – intuitively, it picks the one closer to a fact CHC (in the case of forward) or the one closer to a query (in the case of backward reasoning). Given \( C', C, C'' \in S \), we say \( C' \) is closer to \( C \) than \( C'' \), if there is a shorter sequence of CHCs connecting \( C' \) to \( C \), where a sequence of CHCs \( C_1, \ldots, C_n \in S \) connects if for each pair \( C_i \) and \( C_{i+1} \), \( \text{rels}(\text{head}(C_i)) \subseteq \text{rels}(\text{body}(C_{i+1})) \). For instance, in Example 4.2, in the second iteration, when the algorithm was performing backward propagation, both the first and the second CHC fails, but the algorithm chooses the second CHC, which is closer to the query. However, any other ordering heuristics can in principle be used.

### Algorithm 2: Propagate

**Input:** CHCs \( S \) over \( \mathcal{R}, C \in S, \Sigma' : \mathcal{R} \rightarrow 2^{\text{Expr}}, \text{visited} \subseteq S \)

**Output:** \( \Sigma' : \mathcal{R} \rightarrow 2^{\text{Expr}} \)

1. if \( \text{rels}(\text{head}(C)) = \bot \) or \( C \in \text{visited} \) then return \( \Sigma \);

2. visited \leftarrow visited \cup \{C\};

3. let \( r_h \) and \( \vec{s}_h \) be such that \( r_h(\vec{s}_h) = \text{head}(C) \);

4. if \( \text{body}(C)[\Sigma/\mathcal{R}] \models \Sigma(r_h)(\vec{s}_h) \) then

   while \( \exists m. m \models \text{body}(C)[\Sigma/\mathcal{R}] \land \neg \Sigma(r_h)(\vec{s}_h) \) do

   for each \( d \in \Sigma(r_h) \) do

   if \( m \models \neg d(\vec{s}_h) \) then

   \( \Sigma(r_h) \leftarrow \Sigma(r_h) \setminus \{d\}; \)

   \( \Sigma(r_h) \leftarrow \Sigma(r_h) \cup \text{over}(\text{QE}[\exists \arg x. \text{body}(C)[\Sigma/\mathcal{R}])]; \)

5. for each \( C' \in S \) do

   if \( C' \neq C \) and \( r_h \in \text{rels}(\text{body}(C')) \cup \text{rels}(\text{head}(C')) \) then

   \( \Sigma \leftarrow \text{propagate}(S, C', \Sigma) \);

return \( \Sigma \);

### 4.3 Inductive Weakening and Propagation

Each fact in the CHC system is potentially useful for generation of interpretations. A formula from its body forms a candidate which is checked in the next stages of a CHC-solving algorithm. Whenever the inductiveness check fails for some of the CHCs, the candidate for the predicate in its body can be weakened, eventually leading to an inductive subset. Such a weakening loop is commonly referred to as Houdini [24] and used in the many CHC solving approaches, such as [36] and [21]. In addition, [21] forward-propagates successful candidates through bodies of CHCs to be considered candidates for the interpretations of predicates from the heads. Algorithm 2 demonstrates how we combine inductive weakening and forward propagation.

The algorithm begins with finding an inductive subset of candidates by dropping conjuncts from the interpretations of \( \text{rels}(\text{head}(C)) \) (denoted in the pseudocode as \( r_h \)). The basic idea is to use so-called counterexamples to induction that identify non-inductive conjuncts (line 7). Note that the loop always terminates, and in the worst case it ends up with dropping all conjuncts in \( \Sigma(r_h) \), making the implication easily valid.

The second phase of Algorithm 2 aims at strengthening \( \Sigma(r_h) \) based on bodies of other CHCs \( C' \) that involve \( r_h \) (line 11). In particular, in the recursive call of Algorithm 2, the fact CHC \( C' \), whose head involves \( r_h \), can be considered (line 9), and a strengthening of \( \Sigma(r_h) \) is obtained by quantifier elimination (QE) over the body of \( C' \) (i.e., by eliminating variables that do not appear in \( \text{head}(C) \)).

We also rely on various heuristics to obtain potentially inductive interpretations from precise results of quantifier elimination (referred to as over at line 9). Given the formula \( \varphi \), we collect a finite set of its over-approximations, and then:

\[
\text{over}(\varphi) \triangleq \{\varphi\} \cup \{\psi_i \mid \varphi \models \psi_i\}
\]
for the system of CHCs
fails:

where \( \psi_i \) can be obtained by Syntax-Guided Synthesis (SyGuS) (as shown in Sect. 4.7) or by any post-condition inference techniques. We also use a set of simple rules that break equalities into inequalities, merge inequalities, etc. Any heuristics can be used to add more elements to the candidate specifications set – all inappropriate ones will be dropped by the weakening loop (lines 5-8) in the next iterations of the algorithm.

Example 4.3. Recall Example 4.2 for the system of CHCs in Fig. 2. The main algorithm is in the forward propagation mode, and it aims first at weakening the candidate \( x \leq 0 \) given the first CHC. The Houdini loop immediately discovers the model \( m = \{ x \mapsto 19 \} \), such that \( m \models \neg (x \leq 0) \), thus leading to dropping the only conjunct. We now have \( \Sigma(nov) = \lambda x \cdot T \) at line 9, and \( x = 19 \) is passed to QE with no existentially-quantified variables (as \( \forall \)s is \( \{ x \} \setminus \{ x = \top \}) \), yielding \( x = 19 \) as the solution. The method over generates \( x \geq 19 \) and \( x \leq 19 \) as potential candidates. This is followed by the recursive calls to other CHCs (line 11). For the second CHC, the check at line 4 fails:

\[
x \geq 19 \land x \leq 19 \land z \leq 0 \land x' = x + z \implies x' \geq 19 \land x' \leq 19.
\]

Here, \( x \geq 19 \land x \leq 19 \) is \( nov \)'s candidate and \( z \leq 0 \) is \( f \)'s candidate (recall Example 4.2). Any model \( m \) computed at line 5 for \( x \geq 19 \land x \leq 19 \land z \leq 0 \land x' = x + z \land (x' \geq 19 \land x' \leq 19) \) will be such that \( m(x') \leq 19 \) as \( z \leq 0 \). Hence, only \( x \leq 19 \) satisfies this model, and \( x \geq 19 \) is dropped (lines 7-8). Since there are no more CHCs that are not visited, the algorithm returns with \( \Sigma(nov) = \lambda x . x \leq 19 \). Note here that it retained \( \Sigma(f) = \lambda z . z \leq 0 \) due to the usage of inductive weakening, which will be the final solution for \( f \) as seen from Example 4.2.

4.4 Abductive Strengthening

Backward propagation in our algorithm is responsible for lifting the property (i.e., the negated body of the query) towards the initial states of the program. It is implemented in Algorithm 3, which takes as input a CHC \( C \) and sets of current candidate interpretations \( \Sigma \) and returns updated sets as output. It is mainly based on [17] and further on [1].

The algorithm first applies abduction via universal quantifier elimination to obtain a formula \( \psi \) (line 3) over arguments of predicates that appear in the body of \( C \). If \( C \) is linear, then \( \psi \) gets an interpretation to the only predicate \( r \) in \( rels(body(C)) \), and the only action the algorithm needs to perform before termination is to update \( \Sigma(r) \). Otherwise, \( \psi \) has to be decomposed among relations in \( rels(body) \). For this purpose, we adapt the multi-abduction technique, originated from [1] (lines 6-11).

The simplest use of multi-abduction assumes that the algorithm proceeds with all the predicates from the body of \( C \),

\[\text{Algorithm 3: STRENGTHEN}\]

\begin{align*}
\text{Input}: & \text{CHC } C \in S \text{ and } \Sigma : R \rightarrow \mathbb{Z}^\text{Expr} \\
\text{Output}: & \Sigma_{\text{new}} : R \rightarrow \mathbb{Z}^\text{Expr} \\
1 & \Sigma_{\text{new}} \leftarrow \Sigma \\
2 & \text{let } rels(body(C)) = \{ r_0, \ldots, r_n \} \\
3 & \psi \leftarrow \text{QE}(\forall \{ \text{args}(body(C)) \} \cup \{ \text{args}(r_0, \ldots, r_n, body(C)) \}) \\
4 & \text{let } R_f \subseteq \text{rels}(body(C)) \\
5 & \text{let } m \models \psi \\
6 & \textbf{for each } r \in R_f \textbf{ do} \\
7 & \Sigma_{\text{new}}(r) \leftarrow \text{QE}(\forall \{ \text{args}(r', body(C)) \} \\
8 & \text{for each } r \in R_f \textbf{ do} \\
9 & \Sigma_{\text{new}}(r) \leftarrow \text{isodecompose}(\Sigma_{\text{new}}(r), R, C) \\
10 & \textbf{return } \Sigma_{\text{new}} \\
\end{align*}

\[\text{i.e., } R_f = \text{rels}(body(C)) \] at line 4 (the other use is discussed in Sect. 4.5). The algorithm gets a model of \( \psi \) (at line 5) and creates under-approximations of candidates (called \emph{elementary}) as equalities between arguments of each \( r \in R_f \) and their values from the model (at line 7). These elementary solutions get further weakened (at line 9) by subsequent runs of abduction [17]. Each relation under consideration is assumed to be uninterpreted, while formulas are substituted for others. Weakened solutions for the relations covered in earlier iterations, and elementary interpretations for the rest (lines 8-9). The algorithm performs the isomorphic decomposition (line 11; to be described in Sect. 4.6) for those relations that are invoked multiple times in the body of \( C \).

Example 4.4. Consider the first iteration from Example 4.2, where Algorithm 1 is running in the backward direction on CHCs from Fig. 2. The third CHC with \( \Sigma(nov) = \Sigma(g) = \lambda x . T \) has failed. The algorithm starts with multi-abducing \( y \geq x \). For the QE at line 3, \( y \geq x \) is passed without any quantified variables (as \( \{ x, y \} \setminus \{ x, y = \top \} \)). Since there are two relations, the algorithm continues with \( \psi = y \geq x \), to decompose the following:

\[\text{inv}(x) \land g(y) \implies y \geq x.\]

Suppose, the algorithm computes a model \( m = \{ x \mapsto 0, y \mapsto 0 \} \) at line 7, and \( R_f = \{ \text{inv}, g \} \), using which, we construct \( \Sigma_{\text{new}} = \{ \text{inv} \mapsto \lambda x . x = 0, g \mapsto \lambda y . y = 0 \} \). The first QE call (line 9) is made with \( \forall y . y = 0 \implies y \geq x \) for \( \text{inv} \), which yields \( x \leq 0 \). In the second QE call, \( g \) gets \( y \geq 0 \) corresponding to \( \forall x \leq 0 \implies y \geq x \). Since there are no multiple invocations of any relation, the algorithm returns with this solution.

\[\square\]
4.5 Fairness

Our approach makes use of a useful fairness heuristic that allows for decomposing a property into candidate interpretations (as in Sect. 4.4), but only of a subset of relations. Fairness prioritizes relations that currently have no candidates. Intuitively, it drops those relations for which the same candidates are repeated from a previous iteration. During the decomposition, non-chosen relations are replaced by their existing candidate specifications.

In Algorithm 3, fairness is applied in two ways: (1) if there are relations without any candidates (i.e., $\Sigma(r) = \emptyset$), then other relations are excluded from $R_f$; (2) after finding a decomposition, if a candidate is rediscovered for the second time, then this candidate is dropped, the relation is excluded from $R_f$, and the backward propagation restarts. This requires maintaining the history of candidates, which is intuitive but not shown in the algorithm for brevity.

Example 4.5. Recall Example 4.2 (Algorithm 1 running on Fig. 2), where in the second iteration, the second CHC has failed for $\Sigma(\text{inv}) = \lambda x. x \leq 0$ and $\Sigma(f) = \lambda x. \tau$. The decomposition query is therefore as follows:

$$\text{in}(x) \land f(z) \implies (x \leq 0 \land x' = x + z \implies x' \leq 0).$$

In this case, Algorithm 3 computes $\psi = x + z \leq 0$ after applying QE (line 3) to $\forall x'. x \leq 0 \land x' = x + z \implies x' \leq 0$. There are two relations ($f$ and $\text{inv}$) in the body, however it is fair to let $R_f = \{f\}$. Suppose the algorithm computes a model $m = \{x \mapsto 0, z \mapsto 0\}$ for $x + z \leq 0$ (line 7). Initially, $\Sigma^\text{new}(f) = \lambda z. z = 0$, whereas $\Sigma(\text{inv}) = \lambda x. x \leq 0$. QE (line 9) is passed with $\forall x. x \leq 0 \implies (x + z) \leq 0$, for $f$, which returns $\lambda z. z \leq 0$. $\square$

Example 4.6. Let us consider the case when the third CHC failed with $\Sigma(\text{inv}) = \lambda x. x \leq 19$ and $\Sigma(f) = \lambda y. y \geq 0$:

$$\text{inv}(x) \land g(y) \implies (x \leq 19 \land y \geq 0 \implies y \geq x).$$

Without the fairness heuristic, this abduction query would yield the strengthening for $\text{inv}$ (as in Example 4.4). However, the candidate $x \leq 0$ is identified as repeated for $\text{inv}$, the algorithm drops it, lets $R_f = \{g\}$, and restarts. This results in a different initial solution: $\Sigma^\text{new}(g) = \lambda y. y = 19$ and $\Sigma^\text{new}(\text{inv}) = \lambda x. x \leq 19$. Further, on QE with $\forall x. x \leq 19 \implies y \geq x$ (line 9), $g$ gets $\lambda y. y \geq 19$. $\square$

4.6 History-based Isomorphic Decomposition

Finding a decomposition if some relation from the body of a CHC has two or more invocations (with different arguments) is achieved by the isomorphic decomposition algorithm in [1]. For each such relation, the algorithm tries to further decompose the interpretation obtained in the previous step (recall Sect. 4.4) by progressively weakening interpretations until the required solution is found. In this section, we present this algorithm (Algorithm 4) with the following significant modification to [1].

Algorithm 4: ISO DECOMPOSE

Input: cand $\in \text{Expr}$, $r \in \mathcal{R}$ and $\text{CHC} C \in S$

Output: soln $\in \text{Expr}$

1. for each $\bar{x_i} \in \text{body}(C)$ do
2. let $\hat{p}_s$ be fresh copies of $\bar{x}_i$;
3. soln $\leftarrow \bot$;
4. $\psi \leftarrow \bigwedge (\forall \bar{x}_i \in \hat{p}_s)$;
5. while $\exists m. m \models \neg \text{soln} [\hat{p}_s/x]\land (\forall \bar{x}_i \rightarrow \psi \implies \text{cand})$

   6. soln $\leftarrow$ soln $\lor \forall \bar{x} = m(\hat{p}_s)$;
7. for each $\bar{x}_i$ do
8. soln$_i(\bar{x}_i) \leftarrow \text{soln} [\bar{x}_i/x]$;
9. for each $\bar{x}_j$ do
10. soln$_j \leftarrow \text{QE}(\forall [\bar{x}_j/x] \land \text{soln}_j \implies \text{cand})$;
11. soln $\leftarrow$ soln$_i [\bar{x}_i/x]$;
12. $\psi \leftarrow (\forall \bar{x}_i = \hat{p}_s) \lor \text{soln} [\bar{x}_i/x]$;
13. return soln;

Algorithm 4 receives a relation $r$ that occurs multiple times in body($C$) and the corresponding candidate (represented by cand) that has been computed by considering $r$ as a single instance with all its arguments (i.e., $\Sigma^\text{new}(r)$ in Algorithm 3). The algorithm begins by creating placeholder variables $\hat{p}_s$. These are used to make sure that the solution is unaffected by exchange of argument instances. This constraint is encoded by the formula $\psi$ (line 4). The algorithm iteratively strengthens the solution (soln) in a loop (line 5-12). In each iteration of this loop, the algorithm begins by computing an initial solution that has not been considered previously. This is achieved by getting a model for the formula that is not part of current solution (i.e. in $\neg$ soln), but implies cand even when the arguments are exchanged (line 6). The model is projected over each argument instance to get an initial solution (soln$_i$) (lines 7,8). These initial solutions are weakened using quantifier elimination (line 9), similar to Algorithm 3. Finally, a conjunction of all these solutions is considered as the interpretation of current iteration (line 11). This loop continues until no interpretation can be added.

In the original algorithm (as presented in [1]), the formula $\psi$ is not updated in each iteration. However, to consider previously generated interpretations, our algorithm disjoins it with current interpretation soln$_i [\bar{x}_i/x]$. This helps in termination of our algorithm when there are infinitely many maximal solutions (like shown in Example 4.7), where the original algorithm does not terminate.

Example 4.7. Consider the system of CHCs from Fig. 4c. At the first iteration, for the third CHC (with two invocations of $f$), the abductive strengthening calls Algorithm 4 with
\( cand = (x = y) \) as the candidate for \( f \). Note that \( cand \) has infinitely many decompositions (recall Sect. 4.1). Algorithm 4 gets a model \( m = \{ p_x \leftrightarrow 0, p_y \leftrightarrow 0 \} \), constructs a formula:
\[
\tau \land \forall x, y . \ (x = p_x \lor x = p_y) \land (y = p_x \lor y = p_y) \implies x = y
\]
initializes \( soln_1(x) = x = 0, soln_2(y) = y = 0 \) for two invocations of \( f \), and constructs candidates as \( soln = x = 0 \) after QE (line 11). Now, \( \psi = ((x = p_x \lor x = p_y \lor x = 0) \land (y = p_x \lor y = p_y \lor y = 0)) \) (line 12). This makes the algorithm terminate at the next iteration since the following equation at line 5 is unsatisfiable:
\[
(p_x \neq 0) \land (p_y \neq 0) \land \\
\forall x, y . \ (x = p_x \lor x = p_y \lor x = 0) \land \\
(y = p_x \lor y = p_y \lor y = 0) \implies x = y
\]
The original algorithm [1] does not terminate as the above equation without \( x = 0 \) and \( y = 0 \) is satisfiable. Moreover, it is not able to find any solution as all the solutions are satisfiable in the above equation without adding the current candidate.

Algorithm 1 continues with \( \Sigma(f) = \lambda x . x = 0 \), backward propagates \( \Sigma(g) = \lambda z . \neg(z = 0) \) using the second CHC and fairness, weakens \( \Sigma(g) = \lambda x . \tau \) and forward-propagates \( \Sigma(g) = \lambda z . z = 0 \) using the first CHC, and finally recursively forward-propagates \( \Sigma(f) = \lambda x . x = 2021 \). □

### 4.7 Vacuity Weakening and Additional Candidates

The candidates obtained from previous methods can lead to vacuous solutions (recall Def. 3.4). In order to consider only non-vacuous solutions, Algorithm 1 performs weakening (line 4). This method drops the candidates using the unsat core until the vacuity check passes.

Our technique can easily accommodate candidate specifications derived from other CHC solving techniques like FreeHORN [21] and SPACER [36], is instantiated in Algorithm 1 (before line 3) to derive additional candidates. A subset of CHCs (fact, query, and inductive CHCs) are passed to it and its solution is used to produce initial candidates. In our implementation, we use a simple grammar in LIA with divisibility constraints:

\[
\text{lincom} ::= \text{const} \cdot \text{var} + \ldots + \text{const} \cdot \text{var} \\
\text{cand} ::= \text{lincom} > \text{const} \mid \text{lincom} \geq \text{const} \\
\mid \text{lincom mod const} = \text{const}
\]

More importantly, values for \( const \) in the grammar are obtained automatically from the results of the syntax analysis of CHCs, as also done in [21].

**Example 4.8.** Consider the CHCs from Fig. 4b. The technique presented in [1] is not able to solve them as the solution \( f(x) = \lambda x . \sqrt[4k]{x = 2 \cdot k} \) requires infinite expressions at linear arithmetic (integer or real). However, a technique based on SyGuS generates candidates \( \lambda x . x \mod 2 = 0 \) and \( \lambda x . x \mod 2 = 1 \) based on the transition relation of first CHC as \( x' \) is getting incremented by 2. These candidates are then passed to Algorithm 2 which filters out only inductive ones. Finally, they leak into the multi-abduction query, and our algorithm just needs to confirm that it is a solution. □

### 5 Maximal Specification Synthesis

Specifications discovered by our approach from the previous section are guaranteed to be non-vacuous but could be non-maximal. A likely reason for non-maximality is the modularity of CHCs: an interpretation of predicate discovered in one context (even, with abduction), may be unnecessarily strengthened in another context. To check if it is the case, a global reasoning is needed. The technique in this section finds so-called counterexamples-to-maximality (CTM) by checking if there is an interpretation for at least on of the predicates that can be weakened by at least one model. We present our algorithm that takes as input a set of CHCs \( S \) over uninterpreted relations \( \mathcal{R} \) and discovers maximal solutions automatically.

**Algorithm Overview.** Algorithm 5 begins with initializing auxiliary variables that keep track of the current state of the algorithm. \( \Sigma : \mathcal{R} \rightarrow \mathcal{Z}^{\mathcal{Exp}} \) stores the current solution for each relation. \( isMax \) denotes whether the current solution is maximal, and \( \mathcal{W} \subseteq \mathcal{R} \) keeps track of relations that have to be weakened. Algorithm 5 has a weakening loop (lines 2-5), which runs till the current non-vacuous solution \( \Sigma \) is

**Algorithm 5: MAXIMALSOLN**

\[
\text{Input: CHCs } S \text{ over } \mathcal{R}, \Sigma : \mathcal{R} \rightarrow \mathcal{Z}^{\mathcal{Exp}} \\
\text{Output: res } \in \{ \text{sat, MaximalSln : } \mathcal{R} \rightarrow \mathcal{Z}^{\mathcal{Exp}} \}
\]

1. \( isMax \gets \bot, \mathcal{W} \gets \varnothing, \Sigma \gets \varnothing \);
2. \( \text{while } \neg isMax \text{ do} \\
3. \quad S' \gets \text{WEAKENINGRULES}(S, \mathcal{W}, \Sigma) \;
4. \quad (res, \Sigma) \gets \text{SOLVECHCS}(S') \;
5. \quad (isMax, \mathcal{W}', \text{CTM}) \gets \text{ISMAXIMAL}(S, \Sigma) \;
6. \text{return } (\text{sat, } \Sigma) ;
\]

Algorithm 5 produces maximal solutions over CHCs. A solution \( \Sigma \) is maximal if it is not able to find any solution as all the solutions are satisfiable in the above equation without adding the current candidate.

**Algorithm 6: ISMAXIMAL**

\[
\text{Input: CHCs } S \text{ over } \mathcal{R}, \Sigma : \mathcal{R} \rightarrow \mathcal{Z}^{\mathcal{Exp}} \\
\text{Output: res } \in \{ \text{sat, } \Sigma \}
\]

1. \( \text{for each } r(\bar{x}) \in \mathcal{R} \text{ do} \\
2. \quad \text{let } \tilde{p}_2 \text{ be fresh copies of } \bar{x} ; \\
3. \quad \Sigma^{ext}(r) \gets \Sigma(r(\bar{x})) \lor \tilde{p}_2 = \bar{x} ; \\
4. \quad \text{if } \exists m \models \forall \bar{x} \in \mathcal{R} \\Sigma^{ext}(r(\tilde{p}_2)) \land \\
5. \quad \forall \text{ Vargs}(C). (\text{body}(C)[\Sigma^{ext}/\mathcal{R}] \implies \text{head}(C)[\Sigma^{ext}/\mathcal{R}]) \\
6. \quad \mathcal{W} \gets \{ r \in \mathcal{R} \mid m \models \neg \Sigma(r(\tilde{p}_2)) \}; \\
7. \text{return } (\bot, \mathcal{W}, m) ;
\]

Finally, they leak into the multi-abduction query, and our algorithm just needs to confirm that it is a solution. □
not maximal. In the weakening loop, method solveCHCs returns a non-vacuous solution for a set of CHCs \( S' \) (line 4) and method isMaximal checks if the current non-vacuous solution \( \Sigma \) is maximal (line 5).

If the current solution is not maximal, isMaximal returns a CTM and a set of relations \( W' \) that have to be weakened in the next iteration. Method weakeningRules adds new CHCs (line 3), such that any solution to \( S' \) will be weaker than the current solution. In the first iteration, however, weakeningRules returns the original CHCs \( S \) as \( W' \) is empty. Hence, the first call to solveCHCs solves the original set of CHCs \( S \). In the subsequent iterations, solveCHCs returns a weaker solution for all the relations in \( W' \), while fixing the current solution for other relations. This continues until isMaximal confirms that the current solution is maximal.

Note that \( S' \) always has a solution imposed by the CTM. Thus, whenever solveCHCs returns \( \text{UNKNOWN} \), the algorithm disjoins the equalities produced from satisfying assignments from the CTM to the corresponding relation’s current interpretation. If isMaximal fails to decide whether the current solution is maximal, then the algorithm returns \( \text{UNKNOWN} \).

The isMaximal Algorithm. Algorithm 6 describes the method that checks if the current solution \( \Sigma \) can be weakened further w.r.t. CHCs \( S \). It constructs an SMT formula, which is satisfiable if the current solution is not maximal. Recall that a solution is not maximal if there is another solution that is strictly weaker for at least one relation (Def. 3.5). Based on the satisfying assignment of the formula (which is a CTM), this method also returns a set of relations which can make the solution weaker.

It begins by extending the current solution by disjoining with a new set of placeholder variables (lines 1-3). These variables represent the values that are not part of the current solution but satisfy all the CHCs. If there is at least one such value, then the solution is not maximal. These extended formulas are substituted in place of relations in the input CHCs. This results in a set of universally quantified implications over all the arguments in the corresponding CHCs (note that the placeholder variables are not quantified in them). These implications and a formula that asserts that at least one set of values are not in the current solution, is checked for satisfiability (line 4). If this formula is not satisfiable, then the method returns that current solution is maximal. Otherwise, it checks which placeholder variables have values outside the current solution and returns the corresponding relations (line 6).

Example 5.1. Recall the set of CHCs in Fig 2 and the non-vacuous solution \( N_0 \) in Sect. 2, which has \( \Sigma(\text{inv}) = \lambda x . x \leq 19, \Sigma(f) = \lambda z . z = -1 \) and \( \Sigma(g) = \lambda y . y = 19 \). isMaximal decides that \( \Sigma \) is not maximal and can return \( W' = \{ f, g \} \) by using the model \( m(p_y) = 20, m(p_z) = 0 \) for the following formula:

\[
\forall x . x = 19 \Longrightarrow x \leq 19 \lor p_x = x \land \\
\forall x, z, x', (x \leq 19 \lor p_x = x) \land (z = -1 \lor p_z = x) \land \\
x' = x + z \Longrightarrow (x' \leq 19 \lor p_x = x') \land \\
\forall x, y . (x \leq 19 \lor p_x = x) \land (y = 19 \lor p_y = y) \land \\
\neg (y \geq x) \Longrightarrow \perp \land \\
\neg p_x \leq 19 \lor \neg p_z = -1 \lor \neg p_y = 19
\]

Theorem 5.2 (Correctness of isMaximal). Algorithm 5 returns true iff the solution is maximal (assuming SMT solver terminates on our formulas).

Proof. \( \Rightarrow \) We prove by contradiction. Suppose isMaximal decides that \( \Sigma \) is maximal, but it is not. By definition of maximality (Def. 3.6) there exists a solution \( \Sigma' \) that is weaker than \( \Sigma \). Hence, \( \Sigma(r) \Longrightarrow \Sigma'(r) \) for all the relations and there is at least one relation \( r \) for which \( \Sigma'(r) \not\Rightarrow \Sigma(r) \). This implies that \( \neg \Sigma'(r)(\vec{p}) \) is satisfiable. Also, \( \Sigma' \) is a solution to all the CHCs (i.e., all implications are satisfiable when relations are substituted by interpretation in \( \Sigma' \)). However, isMaximal found that this formula is unsatisfiable as it decided that \( \Sigma \) is maximal. This contradicts our initial assumption.

\( \Leftarrow \) We prove the contrapositive: if isMaximal decides that \( \Sigma \) is not maximal then it is not maximal. It is easy to see that the \( \Sigma^{\text{ext}} \) is a weaker solution than \( \Sigma \) when the placeholder variables are substituted by corresponding satisfying assignment of first SMT formula. isMaximal decides that \( \Sigma \) is not maximal only when this formula is satisfiable.

Weakening Rules. Our method for weakening returns a set of CHCs, such that a non-vacuous solution to them is weaker than the current solution \( \Sigma \). When \( W' \) is empty, it returns the original set of CHCs \( S \). Otherwise,

- in \( S \), it substitutes each relation outside of \( W' \) by its interpretation in \( \Sigma \) and then rewrites \( S \) to conform to the CHC structure;
- it adds the following two additional CHCs for each relation \( r(\vec{x}) \) in \( W' \):

\[
\Sigma(r)(\vec{x}) \Longrightarrow r(\vec{x}) \\
\neg \Sigma(r)(\vec{x}) \land p_r(\vec{x}) \Longrightarrow r(\vec{x}).
\]

In the last additional CHC, \( p_r \) is a placeholder relation that does not appear in \( R \). Intuitively, both additional CHCs ensure that the new solution is strictly weaker than the current solution \( \Sigma(r) \). This is because by definition of non-vacuous solution (Def. 3.4) the solution of \( p_r(\vec{x}) \) does not conflict with \( \neg \Sigma(r)(\vec{x}) \). Hence, \( p_r(\vec{x}) \) should have at least one satisfying assignment outside of \( \neg \Sigma(r)(\vec{x}) \). By semantics of implication, a new solution for \( r \) should contain this assignment, hence it is strictly weaker than \( \Sigma(r)(\vec{x}) \). It is easy to see in the following theorem.

Theorem 5.3 (Correctness of weakeningRules). Let \( S \) be a system of CHCs over \( R \), \( W' \subseteq R \) be a non-empty set of relations
to be weakened, $\Sigma$ is a solution, and $S'$ is a set of CHCs obtained from $\text{weakeningRules}$. Then a non-vacuous solution $S'$ is weaker than the solution $\Sigma$ over relations in $\mathcal{W}$.

**Example 5.4.** Recall the set of CHCs in Fig 2. Let $\Sigma = \{ \text{inv} \mapsto \lambda x. x \leq 19, f \mapsto \lambda x. z = -1, g \mapsto \lambda y. y = 19\}$, and $\mathcal{W} = \{ \text{f}, \text{g} \}$. Then the new set of CHCs obtained from $\text{weakeningRules}$ is shown below.

$$z = -1 \implies f(z)$$
$$z \neq -1 \land p\mathcal{f}(z) \implies f(z)$$
$$y = 19 \implies g(y)$$
$$y \neq 19 \land p\mathcal{g}(y) \implies g(y)$$
$$x \leq 19 \land f(z) \land x' = x + z \land \neg(x \leq 19) \implies \perp$$
$$x \leq 19 \land g(y) \land \neg(y \geq x) \implies \perp$$

When these CHCs are given as input to $\text{solveCHCs}$, the technique presented in [1] is not directly applicable. However, our tool is parameterized by a non-vacuous CHC solving technique and that problem can be encoded as SMT of uninterpreted functions and SyGuS constraints (with existential quantification for the vacuity check; see Def. 3.4). So, for comparison, we replaced our non-vacuous CHC solving technique by the Z3 (v4.8.8) SMT solver, and the CVC4 SyGuS solver (v1.8 with the option –sygus-add-const-grammar), that can accept existential quantification and is the winner of multiple categories in SyGuS-Comp 2019 [4].

### 6 Evaluation

**Implementation.** We have implemented the maximality specification synthesis algorithm (Algorithm 5) as a tool $\text{HornSpec}$ on top of the FREQHORN [20, 21] framework. The tool has an implementation of Algorithm 1 as the default non-vacuous CHC solving. It also supports SyGuS and SMT based non-vacuous CHC solving by using the tools CVC4 [43] and Z3 [16], respectively. $\text{HornSpec}$ uses Z3 for maximality checks. For quantifier elimination, it uses the implementation of model-based projection [10] for LIA available in Z3.

Our evaluation goals are to confirm that:

- $\text{HornSpec}$ can generate maximal specifications while exhibiting good performance and
- non-vacuous specifications are generated efficiently and can be extended to maximal specifications.

Towards this, we experimented on 65 non-linear CHC benchmarks with integer variables and LIA operations that represent open programs. Of these benchmarks, 43 were derived from CHC-COMP [23] and 22 from common patterns in many benchmarks from verification competitions [6]. The CHC-COMP benchmarks are CHC-encodings of real programs automatically generated from various tools and adheres to a common format. They are available in public and generally challenging. The original benchmarks represented verification tasks of closed programs, which is not in the scope of this work. Hence, we modified them by removing arbitrary predicates and CHCs, thus generating specification synthesis tasks. Overall, the benchmarks have 7 CHCs and 4 unknown relations in average with a standard deviation of 1 and 0.95, respectively. The benchmark with maximum CHCs has 28 CHCs and 12 unknown relations. Unknown relations in these benchmarks correspond to loop invariants, preconditions and open functions, expressible in LIA. We performed this experiment on an Ubuntu 20.04 machine with 2.5 GHz processor and 16 GB memory. Each benchmark was given a timeout of 100 seconds.

To the best of our knowledge, there are no tools that can discover maximal specifications for a set of CHCs. The CHCs in our benchmarks have inductive structure, hence the technique presented in [1] is not directly applicable. However, our tool is parameterized by a non-vacuous CHC solving technique and that problem can be encoded as SMT of uninterpreted functions and SyGuS constraints (with existential quantification for the vacuity check; see Def. 3.4). So, for comparison, we replaced our non-vacuous CHC solving technique by the Z3 (v4.8.8) SMT solver, and the CVC4 SyGuS solver (v1.8 with the option –sygus-add-const-grammar), that can accept existential quantification and is the winner of multiple categories in SyGuS-Comp 2019 [4].

**Non-Vacuous Specifications.** We first report the results of the tools for generating non-vacuous specifications. Here, Algorithm 5 was exited after the generation of first solution (i.e., exit after first execution of line 4 in Algorithm 5). This experiment was done to provide a baseline in performance of non-vacuous specification generation. Out of 65 benchmarks, $\text{HornSpec}$ was able to solve 60, CVC4 was able to solve 51, and Z3 solved 23. $\text{HornSpec}$ was able to solve 56 benchmarks within 30 seconds (and the rest 4 within 45 seconds), which shows that $\text{HornSpec}$ can get non-vacuous solution quickly. The scatter plot in Fig. 5 shows the time taken by different tools. CVC4 was better than $\text{HornSpec}$ on 9 benchmarks and Z3 on 3 with a time difference of 5 or more seconds. CVC4 was able to solve 3 benchmarks that $\text{HornSpec}$ could not.

**Maximal Specifications.** We finally report the results for complete runs of Algorithm 5, hence the discovered specifications are maximal. Out of 65 benchmarks, $\text{HornSpec}$ solved 54, CVC4 solved 23, and Z3 only 5. We have observed that the initial non-vacuous solution generated by $\text{HornSpec}$ was maximal in 39/54 benchmarks, whereas the remaining 15/54 were solved within one (12/15) or two (3/15) iterations. This demonstrates effectiveness of our CHC solving algorithm in finding initial and weaker solutions. Z3, on the other hand, was stuck in the weakening loop in most cases, and CVC4 was unable to find a weaker specification to the initial non-maximal one. The scatter plot in Fig. 6 shows the time taken by different tools. In terms of time, CVC4 outperformed $\text{HornSpec}$ in 9 benchmarks and Z3 in 4, however, the time difference was less than 2 seconds in all but one benchmark.

\*\*\*The source code and benchmarks can be found at https://github.com/freqhorn/hornspec.\**
with inductive structures as well, by the use of an iterative algorithm capable of forward and backward reasoning. It uses multi-abduction, SyGuS, and Houdini to discover inductive lemmas for (conjunctive) invariants, and it propagates them to the final specifications. Empirically, we demonstrated that our technique is both effective and efficient over a wide space of benchmarks originated from CHC-COMP. We are currently investigating the challenges and benefits in adapting our approach for other related problems such as quantified specifications for programs handling arrays and strategy synthesis for safety games.

8 Conclusion

We have presented a novel approach to discover maximal and non-vacuous specifications. We treated this problem as an instance of a CHC problem and proposed an iterative generalization procedure in which non-vacuous solutions are combined until a maximal one is found. The core of our approach is a non-vacuous CHC solver that synthesises solutions by alternating forward and backward reasoning. It uses multi-abduction, SyGuS, and Houdini to discover inductive lemmas for (conjunctive) invariants, and it propagates them to the final specifications. Empirically, we demonstrated that our technique is both effective and efficient over a wide space of benchmarks originated from CHC-COMP. We are currently investigating the challenges and benefits in adapting our approach for other related problems such as quantified specifications for programs handling arrays and strategy synthesis for safety games.
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