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Abstract—Freenet is a popular peer to peer anonymous net- tocols or architectures, but rather on assumed stronger trust
work, with the objective to provide the anonymity of both content among members of a Darknet. Attacks on Opennet, such as

publishers and retrievers. Despite more than a decade of active o tracehack attack developed in this paper, can be launched
development and deployment and the adoption of well-established Darknet if b f the Darknet d "d 0 d
cryptographic algorithms in Freenet, it remains unanswered how on a Darknet if a member of the Darknet decides to do so (or

well the anonymity objective of the initial Freenet design has been it is subverted and controlled by an attacker).
met. In this paper we develop a traceback attack on Freenet, Freenet has undergone more than a decade of active de-

and show that the originating machine of a content request velopment and deployment, and is widely used by privacy-
message in Freenet can be identified; that is, the anonymity -qngcious users for sharing files [2]. The high-level security

of a content retriever can be broken, even if a single request hani dopted by F t h hob-bv-h
message has been issued by the retriever. We present the desigr';nec anisms adopted by Freenet, such as hop-by-hop message

of the traceback attack, and perform Emulab-based experiments forwarding and address rewriting, are time-proven means to
to confirm the feasibility and effectiveness of the attack. With support user anonymity; in addition, the cryptographic algo-
randomly chosen content requesters (and random contents stored rithms used in Freenet, such as hash algorithm, symmetric and
in the Freenet testbed), the experiments show that, foR4% 10 55y mmetric key algorithms, are all well-established. However,
43% of the content request messages, we can identify their orig- . . . .
inating machines. We also briefly discuss potential solutions to we .n.ote that various finer-grained design and ‘?'e"e'OPme”t
address the developed traceback attack. Despite being developeddecisions of Freenet have not been thoroughly investigated,
specifically on Freenet, the basic principles of the traceback and it remains unanswered how well the anonymity objective
attack and solutions have important security implications for  of the original Freenet design has been met.
similar anonymous content sharing systems. A number of watermarking-based traceback attacks (see,
for example, [9], [10], [16]) have been developed fonv-
latencypeer to peer anonymous networks such as Tor [4], [14],
Freenet is a distributed content sharing system, where usetsch aims to support anonymous communication services
can both insert and retrieve files [7]. As a popular peer for interactive applications. In such low-latency anonymous
peer anonymous network [2], Freenet aims to provide tmetworks, the message forwarding delay budget at each node is
anonymity of both content publishers and retrievers. (In thignited. Consequently, watermarking-based traceback attacks
paper we use the two ternfile and contentinterchangeably.) can be successfully carried out on such networks. In contrast to
In Freenet, users contribute a portion of their hard disk spaosv-latency anonymous networks, anonymous content sharing
to form a global distributed storage sharing system. Globsystems such as Freenet do not have much constraint on
file operations such as insertion, retrieval, and deletion are tile message forwarding delay budget. Any traffic patterns
managed by the Freenet system itself. The location wherehat may be embedded in messages of such networks can
file is stored in Freenet is determined by a unique routing ké&e easily destroyed. Existing watermarking-based traceback
associated with the file. Each node in Freenet only knows thttacks on low-latency anonymous networks will not work well
information of their immediate neighbors. Mechanisms su@n anonymous content sharing systems such as Freenet.
as hop-by-hop forwarding of user messages, and rewriting thdn this paper we explore a few fine-grained design and de-
(source) address of the messages at each node, are emplog&thment decisions made in Freenet and develop a traceback
in Freenet to support user anonymity. attack on Freenet. In particular, we show that the originating
Freenet supports two operational modes—Darknet anthchine of a content request message can be identified. That
Opennet. In Darknet, only trusted friends can get connectisg the anonymity of a content retriever can be broken in
to each other, where in Opennet, anyone can get connedtedenet, even if only a single request message has been issued
on Freenet. In this paper we focus on the Opennet modefaim the corresponding machine. In developing this traceback
Freenet, and we always mean the Opennet mode wheneverattack, we exploit a few design and development features in
refer to Freenet. We note that the large-scale public Freetiet Freenet system, including methods to prevent routing loop
on the Internet is operating in the Opennet mode in order fof content request messages, the handling of various messages
arbitrary users to join the Freenet. (Private) Freenet operating=reenet, and mechanisms for a Freenet node to populate and
in the Darknet mode tends to be of smaller scale amongupdate its routing table [1].
limited number of trusted friends. In addition, the stronger In the developed traceback attack, an attacker will deploy a
security provided by Darknet is not based on improved proumber of monitoring nodes in Freenet to passively observe
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content request messages passing through the nodes. Onaeiage [0, 1], where location 0 and location 1 are considered
interested request message (based on routing key) is obsertteel same. The location of a node is randomly chosen by the
the attacker will iteratively connect to the neighbors of a nodede when it first joins Freenet. In order for arbitrary nodes
n that has seen (either forwarded or initiated) the interestemjoin Freenet, a set of seed nodes are provided, from which
request message, and query these neighbors to determine aiheew node can get connected to other nodes on Freenet.
nodes that have seen the message. After all nodes that haw&/hen Freenet program starts on a node with locatiqor

seen the message have been identified, the originating machiumen the node still needs more neighbors), an announcement
of the message can be determined if the message forwardingssage carrying the identification information of the node
path satisfies certain conditions. will be sent out and routed towards locationon Freenet.

In this paper we will present the details of the developddtermediate nodes along the forwarding path of the message
traceback attack on Freenet, and perform experimental studies add the requesting node as a neighbor if they still need
to investigate the feasibility and effectiveness of the attack omore neighbors. In default, each Freenet node can have up to
the Emulab-based Freenet testbed [5]. The experiments &eneighbors. Given that the announcement message is routed
carried out using the source code of Freenet 0.7 (the currémwards the location, it is likely that the majority of these
version of Freenet), extended to support the traceback attackermediate nodes are close to locatianrAs a consequence,
With randomly chosen nodes to initiate content requests aihough nodes join Freenet in a distributed, asynchronous
random files stored in the Emulab-based Freenet testbed, fashion, the topology of Freenet is semi-structured [12] in
experimental studies show that, fed% to 43% of content that, with a high probability, nodes with close-by locations
request messages, we can identify their originating machinage clustered together, and at the same time, a node may also
For the rest of the content request messages that we carowitnect to a neighbor with a far-away location. The semi-
uniquely determine the originating machines, we are able $tructured Freenet topology greatly improves the routing and
identify all the nodes that have either initiated or forwardedlaokup of data messages in Freenet, with a strong resilience
content request message. to node departures or failures.

Furthermore, we briefly explore a few potential countermea- Freenet data insertion and retrieval involve a number of
sures to address the developed traceback attack, and prodifferent types of messages. In this paper we only focus on
a simple yet powerful insight into the design and develogontent Hash KeyCHK) based content messages, in which
ment of peer to peer anonymous networks so that simildre routing key is the SHA-256 hash of the corresponding
traceback attacks can be effectively mitigated. By attackimtata to be inserted or retrieved. The CHK routing key is
and providing proper security countermeasures on Freengted to uniguely identify the corresponding data on Freenet.
we hope to enhance the anonymity strength of Freenet, afml a degree, CHK messages are the most fundamental in
improve the user confidence in this anonymous content sharigeenet. For routing purpose, the CHK routing key is converted
system. We leave thorough investigation of potential solutioit#o a location value in the same range of [0, 1], and the
to the developed traceback attack as future work. We note tleatresponding message will be routed towards that location
although the traceback attack and the solutions are developdten received by a node.
specifically on Freenet, the basic principles of the tracebackin the following we will first describe the handling of CHK
attack and the solutions have important security implicatioe®ntent request message, which is issued by a node when the
for the design and development of similar peer to pearser requests a file on Freenet. Each message is associated
anonymous content sharing systems. with a CHK routing key, a hop-to-live (HTL) value, and

The remainder of the paper is organized as follows. B unique identifier (UID). When a node receives a content
Section Il we provide the necessary background on Freeneuest message, it will check if it has the corresponding data
We present the traceback attack on Freenet in Section Ill, dndts local data store. If it does, it will return the data along
perform experimental studies in Section V. We briefly discugbe reverse path of the request message, and nodes along the
the potential solutions to the traceback attack and related we#&th may cache the data to better serve potential later requests
in Section V, and conclude the paper and discuss future wark the same file. Data cache also helps to spread popular data,
in Section VI. which are requested by many Freenet users. If the current node
does not have the requested data, it will forward the request
message to the next closest neighbor based on the routing key.

In this section we provide a brief overview of the basic In order to improve the likelihood that a message is routed
operations of Freenet that are most relevant to the curréata destination node storing the requested data, the routing
work. We refer interested readers to [7] and [3] for more detaitlecision is made based on the distance between the CHK
of Freenet. routing key (after being converted to a value between 0 and

Freenet is a peer to peer, anonymous content sharing systénand the locations of the neighbors of the current nade,
with each node (a machine running Freenet) contributingtlae locations of the neighbors of its neighbors. That is, Freenet
portion of its hard disk space. As a peer to peer system, nodeses two-hop routing lookup instead of one-hop lookup (only
may join and depart from Freenet dynamically at any time. lmased on the locations of the immediate neighbors), which
Freenet, each node is associated with a location irciticalar  helps improve the routing efficiency and avoid local minimum
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in the Freenet topology. For this purpose, each node in Freeoehtent inserter.
has the location information of its immediate neighbors, and Another relevant message type is probe message, which
the neighbors of its immediate neighbors. is mainly used for administrative and debugging purposes.
The HTL value in a content request message is used Ror example, when a node receives a probe message, it will
determine the number of hops the message should be feend back its routing table information. Similarly, each probe
warded along a forwarding path. Each intermediate node wiflessage is associated with a UID. In addition, it also carries
decrease the value, and when it reaches 0, the correspondirdgstination location, to which the probe message should be
request message will be discarded instead of being forwardémiwarded. Valid destination location value should be in the
In addition, aData not Foundailure message will be sent backsame range of [0, 1]. When a probe message with an invalid
to the upstream node, which will be further propagated batdcation value (outside the range [0, 1]) arrives at a node, the
to the content requester to indicate the failure of the contamessage will be discarded instead of being forwarded.
request. In Freenet, for security reasons, a node may not
decrease the HTL value to 0 when it already reaches 1, with
a configured probability. Otherwise, an attacker can preciselyln this section we will present the design of the traceback
control how far a content request message can be forwardeatlack on Freenet. The traceback attack has two important
As a consequence of this random behavior, a content requemihponents—connecting an attack node to a suspect node in
message may be forwarded along a path longer than theenet, and querying a neighbor to determine if it has seen
specified HTL value in the message. a content request message with a particular UID value. In the
When a request message cannot be forwarded due to reasolhswing we will first describe the two important components
other than HTL = 0 (for example, no additional neighborsf the traceback attack, and then we will describe the traceback
are available), the request will be backtracked to the upstreanocess to identify all the nodes that have seen (either initiated
node where it comes from, in the sense that the upstream noddorwarded) a content request message, and the difficulties
will forward the request onto the next closest neighbor (if it iand opportunities in identifying the originating machine of a
available). This process continues until either HTL becomesntent request message. Towards the end of this section, we
0, the requested data is found, or all possible routes have beessent techniques to identify the originating machine of a
tried but the data cannot be found. The default maximum initiabntent request message when the forwarding path satisfies
value of HTL is18. certain conditions.
The UID in a content request message is used by nodes i
to uniquely identify a message, and to prevent routing loop®: Connecting to a Freenet Node
UIDs are randomly generated and are of lengtB bfjtes, it is As one of the important steps in the traceback attack, an
unlikely that two unrelated messages will have the same UHtacker needs to connect an attack nede a suspect Freenet
value in Freenet. When a node receives a request messageodte n so thata and n become neighbors of each other.
will check if it has seen this UID before. If it does,reject The assumption is that the attacker knows the location of the
with loop message will be sent back to the upstream neighbsuspect node:. We have developed an effective method to
where the message comes from. Each node maintains a dtry out this task and the details are reported in [1]. In the
of UIDs that it has seen but has not finished processing tfadlowing we provide a brief overview of the method. The key
associated request message (the corresponding reply hasimsight of the method is to exploit the neighbor addition and
been received). It will also maintain a queue of the UIDs tha¢placement approach adopted by nodes in Freenet.
the node has finished processing (the corresponding reply haB Freenet, each node can have a pre-specified maximum
come back), which can hold up t®), 000 UIDs. The oldest number of neighbors4() in default). When an announcement
UID will be deleted from the queue when the UID of a newlynessage arrives at a node and the node does not have enough
completely message needs to be inserted into the queue andigighbors yet, the requesting node will be automatically ac-
queue is already full. Completed request messages of differeapted as a new neighbor. Otherwise (the node already has the
types share the same UID queue. As a consequen@gect maximum number of neighbors), the node will check a key
with loop message will be sent back as long as the curretndition to determine if an existing neighbor can be replaced
node has seen the corresponding UID in the incoming requbsgt the requesting node. Neighbors at a node are classified
message, regardless of the type of the request message. into a few pre-defined categories, depending on how they get
The handling of CHK data insertion messages is similaonnected to the node. For example, one category is the set
to that of data request messages. A data insertion messafjeeighbors that are connected to the node via announcement
is routed towards a destination location based on the CH#essages.
routing key. The message is forwarded until HTL reaches 0.The key condition to determine if the node should perform
After the HTL drops below a configured threshold, intermeda neighbor replacement operation is if any of the neighbor
ate nodes along the path may write the data into its local da&t@egories has successfully served at least a pre-configured
store, based on a few conditions. Relying on the threshold orinimum number of content requests. The exact intention of
the HTL value, Freenet prevents a file from being stored tdbis condition is not explicitly stated in the Freenet design
close to the inserting node so as to improve the security (@ its source code), we can only speculate that this condition
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is used to make sure that the node has accumulated enofayjed request message is forwarded beyond the intended
knowledge of the neighbors in their capacity in serving conteneighbor, nodes that have not previously seen the interested
requests. When this condition is satisfied, the least recentlyntent request message will now see the corresponding UID
used (LRU) neighbor of the node will be replaced by thealue. Our traceback attack algorithm may falsely identify this
requesting (attack) node, regardless of the category of thede as a member @f, and the result of the traceback attack
neighbor. We note that this condition can be easily satisfieduld be wrong.
at “busy” nodes, which forwards a large number of requestsOur first try was to send a content request message to a
and replies. The default minimum number of requests to beighbor with the desired UID value, but with the initial value
successfully served for performing neighbor replacemeti.is of HTL set to1. However, it turns out that this cannot prevent

If the condition is not currently satisfied at the suspethe content request message from being further forwarded by
noden, we can repeatedly perform file insertion and retrievéhe neighbor. As we have discussed in Section II, with a
operations to enforce this condition. Given that we know thmnfigured probability, the value of HTL will not be decreased
location of the suspect node we can insert files with routing when it already reache$, and the corresponding content
keys surrounding its location. Given that the routing key akquest message will be further forwarded (a message is only
a file is the SHA-256 hash of the file, a large number dafiscarded when HTL reach@sor it cannot be forwarded due
files can be pre-composed so that the location range [0, téJrouting issues). Due to this issue, instead of sending a forged
can be reasonably covered by their routing keys. Note thagntent request message, we will send a probe message with
due to the nature of hash functions, we do not need to hawe desired UID value to a neighbor.
sophisticated file structure and content in order to have aThe trick to prevent this probe message from being further
reasonable coverage of the complete location range. (Adoawarded by the neighbor is to select an invalid destination
matter of fact, all files used for this purpose in the experimentalcation value outside the range [0, 1]. Recall that, different
studies in Section IV are of one line text string, and we onlequest messages, including both content request messages and
slightly change the text string in different files in order tg@robe messages, share the same data structures maintained by
obtain a totally different routing key.) a node to record recently observed UIDs. Moreover, a probe

In order to enforce the neighbor replacement condition atessage carrying an invalid destination location value will
the suspect node, we choose the files with routing keys thabe discarded by the receiving node. Combining these two
are close to the suspect node and insert them into Freeffieatures, we know that, when a neighbor receives a probe
By this file insertion operation, we know a number of filegnessage constructed in this way, it will returrregect with
that are located close to the suspect node. We then requesp message if the neighbor has seen a message with the
the inserted files on a different attack node. After we havglD value previously. And more importantly, regardless if the
successfully retrieved the files for a number of times exceedingighbor has seen the UID value before, it will not further
the minimum threshold, we will announce a node into th@rward this probe message, so that no other nodes on the
Freenet with a location that is close to the suspect node.Rfeenet will be polluted by this forged probe message.
the new node becomes the neighbor of the suspect node, we

are done. Otherwise, we will repeat this process until the new
node becomes the neighbor of the suspect node. Q\ Monitoring node
O Nk-T Nk

. . Routing keys
B. Querying a Neighbor . O to be gxey
O ” monitored

Another important component of the developed traceback " Attack nod
. . . . . R ack nodes
attack is to determine if a neighbor has seen a message with a QOO
particular UID. Recall that each Freenet node maintains a list R e ‘
of UIDs associated with request messages that the node has
not finished processing (the corresponding reply has not come
back), and a queue of UIDs associated with request messages
that the node has finished processing (the corresponding refplyldentifying All Nodes Seeing A Content Request Message
has come back). For simplicity, we refer to both as the setin this subsection we present the details of the traceback
of UIDs maintained by the node. In order to determine if process to identify all nodes that have seen a content request
neighbor has seen a content request message with a UID vatnessage on Freenet (see Figure 1). After all such nodes have
we can send a request message with the same UID value been identified, in the next subsection we present techniques to
A key requirement of sending this request message toidentify the originating machine of a message. An attacker will
neighbor is that, the message should not be forwarded aigploy a number of monitoring nodes in Freenet, with each
further by the neighbor. Should this occur, this (forged) requastintaining a set of interested routing keys to be monitored
message may pollute the Freenet in terms of the nodes ttihe routing keys are calculated based on the files to be
have seen the UID value. More specifically, létdenote the monitored). A monitoring node will passively observe the
set of nodes that have initiated or forwarded an interestedntent request messages passing through the node and try to
content request message with a particular UID value. If theatch their routing keys with the routing keys to be monitored.

Fig. 1. lllustration of the traceback attack.
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Fig. 2. Case 1n; forwarding request tav;,_;. Fig. 3. Case 2n;_; forwarding request tar;, Fig. 4. Case 3: No message forwarding between
but backtracked fromm ;. nj andng_q.

To improve the chance for the attacker to catch an interestegl ;, due to the two-hop routing scheme of Freenet. When
request message on Freenet, the monitoring nodes shouldh@equeue becomes empty, the complete traceback process to
spread over the location space of [0, 1]. identify all nodes that have seen the corresponding content

When an interested content request message is identifisfjuest message is finished.

a few pieces of information will be forwarded to an attack o o L )

node, including the content request message itself and the RefPifficulties in Identifying Originating Machine

of neighboring nodes to determine which of them (if any) has In order to understand the difficulties in tracing back a
seen the corresponding UID value. We note that we alreaggneral content request message to its originating machine,
know the upstream node;, from which the request messagewve consider two different traceback situations. In the first
comes from at the monitoring node. In this case, the neighba&se, at each step of the traceback process, there is only one
of n;, will be sent to an attack node (instead of neighbors of tteuspect node that has seen the concerned UID value before;
monitoring node). Note that we have the neighbor informatiomhile in the second case, multiple suspect nodes have seen the
of n, at the monitoring node, due to the two-hop routingID value before. We refer to the traceback paths in the first
scheme of Freenet. To ease exposition, we will refer to tlsase adinear reverse pathsand in the second case aen-

set of neighbor nodes forwarded to the attack node (alohigear reverse pathsNote that a reverse path associated with a
with the content request message) as the suspect nodes. content request message is concerned with the traceback path

Note that the set of suspect nodes will not include thaarting at a monitoring node (back towards the origin), which
downstream node along the forwarding path of the requestdifferent from theforwarding paththat the message takes
message, which we know has seen the corresponding Utbm the origin towards the destination (up to the monitoring
before. In the initial step of the traceback attack, it is theode for traceback purpose).
monitoring node. For example, as shown in Figure 1, theln Freenet, a message forwarding path will be linear if
monitoring node is a neighbor af,, which is the downstream the message does not backtrack along the forwarding path
node ofny along the forwarding path of the message. We dsee Section Il). However, as we will show later, a linear
not need to include it as a suspect node. In the later stdpsvarding path does not always result in a linear reverse
of the traceback attack, it is the neighbor from which wpath, which makes it important for us to make the distinction
are tracing back to the current node. For example, shownhatween forwarding paths and reverse paths. In the following
Figure 1, assuming that we have traced back frgmio n;,_;, we will illustrate the difficulties in identifying the originating
when we try to determine if the neighbors@f_; have seen machine of a message along a non-linear reverse path. More
the corresponding UID before, we will not includg,, the specifically, during the traceback process of a message, when
downstream node of;_; along the forwarding path of thewe trace back from a node,_; to determine if any of
message, as one of the suspect nodes. the corresponding suspect nodes (i.e., neighbors,of, but

When an attack nodereceives the information, it will try to excluding downstream neighbor nodg, from which we trace
determine one by one if any of the suspect nodes has seenlthek to node;,_;, see Figure 1), more than one suspect nodes
corresponding UID value (i.e., the content request message)taywe seen the interested UID value.
utilizing the two components that we have discussed aboveWe note that when we query if a suspect node has seen
In particular, for each suspect node the attack node will a UID value, we cannot determine the time when the corre-
first connect to the node (Section IlI-A), and then it will sengdponding content request message is received, and also we
a probe message with the corresponding UID value to tbannot determine the direction of the message forwarding.
node to determine if the suspect node has seen the UID befdfbat we can obtain is only the fact if the node has seen
(Section I11-B). Conceptually, we can consider that the attacke UID value. This makes it hard to determine which of
node maintains a queue of the suspect nodes, and each tilh@e suspect nodes is the upstream node:f; along the
it removes one suspect node from the queue to determindaifwarding path of the request message, when multiple of them
the suspect node has seen a particular UID value. have seen the corresponding UID value.

If a suspect nodei;,_; has seen the UID value before, To illustrate the difficulties in determining the upstream
the neighbors ofi;,_; will be added into the queue, and thenode ofn;_; in this case, we show three possible forwarding
traceback process continues (by removing the next suspsitiiations in Figures 2, 3, and 4. We note that they are not all
node from the queue). Note that, given that the attack nothee possible cases, but rather a few representative examples.
is a neighbor ofn;_;, we have the neighbor information ofA neighborn; of noden,_; may have seen a particular UID



value because it forwards the corresponding request messagé&up, and a reasonably large HTL value.
to ni_1 (see Figure 2). However, as shown in Figure 3, it is The semi-structured network topology ensures that a content
also possible that node,_, forwards the request ta;, but request message will be forwarded towards the destination
then the message is backtracked framto n,_,, because node (where the content is stored) rather quickly, instead of
the message cannot be further forwarded. (It is possible thating forwarded as a random walk. The strong connectivity
the message has been further forwarded by node other among Freenet nodes and the two-hop routing lookup ensure
nodes, before the backtrack from) to n,_; occurs.) that there is likely a path to any destination from any orig-
Moreover, as shown in Figure 4, it is also possible thatating machine of a content request message. A reasonably
the two neighbors:; and n;_; have no direct interaction large HTL value, coupled with the above other factors, make
regarding the forwarding of the message, although both ibfunlikely for a content request message to backtrack. All
them have seen the UID value. In this case, nogealid not these factors help to have a linear forwarding path of request
directly forward the message tq,_;, and nodeu;_; also did messages in Freenet. We note that a linear forwarding path
not directly forward the message to nodg As shown in the will result in a linear reverse path if the situation presented
figure, noden; receives the message with the corresponding Figure 4 does not occur, and a high percentage of linear
UID value but forwards the message to a different noderwarding paths will in general imply a high percentage of
(rather than nodew;_;), and similarly, noden;_; receives linear reverse paths, which helps to identify the originating
the message from a different node (instead of negdeWhen machine of the corresponding content request message. In
this occurs, we note that the traceback process will observaddition, we would like to emphasize thatjen ifonly a small
non-linear reverse path, even if the forwarding path is lineanumber of content request messages can be traced back, it still
Without the information of message forwarding time opresents a significant security threat to users of Freenet.
direction, in general it is hard for us to distinguish different o L )
cases, and uniquely identify the upstream node at a npde, E- !dentifying Originating Machine
when multiple suspect nodes have seen a particular UID valueln this subsection we present techniques to identify the
Consequently, we will aim to identify the originating machineonditions under which we can uniquely determine the origi-
of a content request message only if the reverse path is ling@ting machine of a content request message associated with
However, we note that, identifying the originating machina linear reverse path (unless otherwise specified, all messages
of a request message associated with a linear reverse pathsidered in this subsection are associated with a linear
is not trivial, and we cannot always successfully determinreverse path).
the originating machine of a message in this case. The keyRecall that, as we have discussed in Section Il, a Freenet
challenge is that, when we trace back along a linear reversede n will choose the next closest neighbor to forward a
path fromn,_; to a single suspect node;, we still need to message to based on the distance between the routing key and
determine which of the two cases presented in Figures 2 anth8 location of neighbors (and their neighbors). Consequently,
is true, that is, to determine if a backtrack has occurred. Ndtds possible for us to determine the forwarding direction of
that the case presented in Figure 4 will not occur on a linearmessage by exploiting the routing policy of Freenet. We
reverse path; otherwise, the reverse path will not be linear.first define a few notations. Consider a forwarding path of a
In the next subsection we will present a few techniques tnessage, we let — h denote that the message is forwarded
identify the conditions under which we can uniquely determirfeom noden to nodeh, andn = h denote that the message
the originating machine of a message associated with a linéaiforwarded from node: to noden, and then backtracked
reverse path, by exploiting the routing policy of Freenet. Wieom n to h (it is possible that the message has been further
point out that such conditions can be applied to the tracebdckwarded byn to other nodes, before being backtracked to
of certain messages associated with non-linear reverse pattwsieh).
However, in this work we will only apply them to messages Similarly, consider a reverse path associated with a message,
associated with linear reverse paths for two reasons. Finse letn « h denote that we trace back the message from node
although they can be applied to messages associated vitto noden. In addition, we letng «— ny « ... « ngx_q «
non-linear reverse paths, the complexity of determining thg, ... « n,, denote the complete reverse path, wheygis
originating machines of such messages will be much hightlve attacker’'s monitoring node, ang is the last node along
than those associated with a linear reverse path. Moreowbe reverse path, of which no suspect nodes have seen the
the rate to successfully determine the originating machine adncerned UID value. In addition, we lel(n) denote the
such messages can be potentially lower than those associaisthnce from the node to the destination implied by the
with a linear reverse path. Second, the experimental studiesiting key of the message. For the convenience of discussion,
in Section IV based on realistic Freenet testbeds show thweg define the length of a (linear) path as the numberaafes
it is not uncommon for a message to be associated with the path. In the following we establish the conditions under
a linear reverse path on Freenet. This phenomena is likeWich we can uniquely identify the originating machine of a
caused by the interplay of a number of factors in Freenenessage, through a series of lemmas.
including the semi-structured network topology of Freenet, First, we consider a trivial case where the length of the
strong connectivity among Freenet nodes and two-hop routireyerse path of a message is two, in&,,« n,,. In this case,



it is easy for us to see that, is the originating machine of linear reverse pathg « ... « ng_1 « ng « Ngg1... «
the message. We state this fact in the following lemma. n,,, ng is the originating machine of the message if, for

. . . every nodey;, betweem; andn,,,_; (inclusive), the condition
Lemma 1 (C1: Path with length of two). Given a linear y y ! nm=1 ( )

reverse pathng « n.,, which is of length of twop, is the d(ni11) < d(nx—1) holds.
originating machine of the message. Proof: Based on Lemma 3, we know that no nodes
. . betweenn; andn,, 1 (inclusive) have initiated an instance
In the following we focus on linear reverse paths that arg packirack. Thereforey, must be the originating machine
longer than two. of the message. -

Lemma 2. Given a linear reverse pathy « ... « nj,_; «  We comment that C2 (Lemma 4) does not requife) to
Ng “ Mpi1... « nm,, backtrack can be started at most?e monotonically decreasing along the forwarding path of the
one time during the forwarding of the message, along tWeessage. It only requires the condition to be held between
corresponding forwarding path. each pair of every other nodes along the forwarding path. As
an example, consider a simple reverse pafft « 0.87 «
Proof: We prove this lemma by contradiction. Assume 19 « (.05 (for destination0.06). For simplicity, let us
two (or more) instances of backtracks have occurred aloag|y use one-hop routing (instead of two-hop routing), that
the forwarding path of the message. We consider two casgs.the distance from a node to a destination is only based
In the first case, the two instances of backtracks occur at )¢ the location of the node (instead of locations of the node
same node, say nodg,. We first note that, given that we areang its neighbors). It is easy to verify that the distance to
tracing back from node:.., to nodeny, nodeny1 is Not the destination does not monotonically decrease along the
part of the backtracks, which have occurred before we start T&‘@rresponding forwarding path. However, it satisfies C1, and

traceback process. Moreover, the two instances of backtragis can determine thdt.76 is the originating machine of the
must involve two different neighbors af;. As a consequence, corresponding message.

two suspect nodes of;, should have seen the correspondin . ) )
UID value, and therefore, the reverse path cannot be Iinegﬁmma 5 (C3: Neigbhor preference atn,). Given a linear
which contradicts the assumption that the reverse path is lindg¥€rse pathig « ny ...« ngp_1 « g « Mgy ...« Ny,

In the second case, the two instances of backtracks oc®dr'S the orlg_lnatlng machine of the message if there exists at
at two different nodes, say nodes andny,. Without loss of least one ne!ghbon of n; that has not seen the UID value,
generality, we assume thay; is ahead of nodey, along the Put the conditiond(n) < d(no) holds.
forwarding path, that is, node; forwards the message to node  Proof: We prove this lemma by contradiction. Assuming
ni (possibly passing through a few other nodes). Thereforg, is not the originating machine of the message, that is
there is a forwarding path; — ... — nx_1 — ng. Note p; — n; does not hold. Then we must hawg = n,, that
that, the instance of backtrack initiated by nedemust use a s, the message was sent fram to no but backtracked to
neighbor different fromm,,_; as the next hop, given tha,_1 ;. The instance of backtrack may have been initiatechby
is the upstream node of;.. Therefore, similarly, two suspector by some other node along the path. However, both cases
nodes ofn; should have seen the corresponding UID valugan be proved similarly and we do not make the distinction.
which again contradicts the assumption that the reverse pa#portantly, note that whem; determined the next hop to

is linear. B forward the message, it selecteg over n (which has not
Lemma 3 (Neighbor preference condition at a node)Given Z?e)n;th;( UI)D value), which contradicts the assumptlo: that
n ULYE

a linear reverse pathg «— ...« ng_1 « ng « Mgy ... «
n.,, consider an arbitrary node:; betweenn; and n,,
(inclusive), node;, cannot have initiated a traceback instanc
to nodeny_, if the conditiond(ngy1) < d(nk—1) holds.

We will use C1, C2, and C3 (Lemmas 1, 4, and 5) to
é’dentify the originating machine of a content request message.
Given a linear reverse path identified by the traceback process
presented in the last subsection, we check if either C1, C2, or

Proof: We prove this lemma by contradiction. AssumeE3 is satisfied.
that noden;, has indeed initiated a traceback instance to node
ng_1. From Lemma 2 we know that no other nodes on the

corresponding forwarding path has started another backtrackln this section we perform Emulab-based experimental
In particular, we know thaty, — ni.1 and we know that Studies to evaluate the feasibility and effectiveness of the

this message forwarding must occur after < ny_;, given developed traceback attack on a realistic Freenet testbed. In the
that we are tracing back from;; to nj. Put in another following we will first describe the setup of the experimental
way, when nodex first decided the next hop to forward thestudies, and then we will present the results of the studies.
message to, it selected nodg_;, and then selectedkﬂ_ A. Experimental Setup

after the message was backtracked from ;. However, this
contradicts the assumption théni) < d(ng—1).

IV. PERFORMANCEEVALUATION

We carry out the experimental studies using the Emulab
testbed [5], and Freenet 0.7. We extend the source code of
Lemma 4 (C2: Neigbhor preference along path).Given a Freenet 0.7 to add the functionalities to support the traceback



attack. A number of bash scripts have also been written Bo Results

largely automate the traceback attack. In this subsection we present the results of the Emulab-

The Freenet networks we used in the experimental studigssed experimental studies. First we investigate how well we
consist of 70 nodes.4 out of the 70 nodes are seed nodescan determine the originating machine of a content request
through which other nodes can get connected to the Freengissage. Table | shows the results. For three sets of experi-
testbed. The set of0 nodes in each Freenet network doements, we can successfully determine the originating machine
not include the attack nodes (see Figure 1), which are nsft43%, 24%, and41% of request messages, respectively.
connected to the network before an attack starts. We use a set

of 5 additional nodes as attack nodes (theoretically, one attack TABLE |

. . . RESULTS OF EXPERIMENTAL STUDIES
node is sufficient to carry out the attack). We perform 3 sets of
experiments, each consisting of 100 experimental runs. Each Successful
set of experiments use an identical Freenet topology, which Set | Total | Number Peorce“tage
is randomly constructed as follows. When we first start a set 2; 188 gi ‘21202
of experiments, each node will randomly select a location and S3 | 100 | 41 1%

contact a seed node to join the Freenet. The locations of the
seed nodes are also randomly selected by the individual seegye make two observations from the results. First, the
nodes, and seed nodes are started before other general ngggsessful rate to determine the originating machine of a
are started. After all nodes have joined the Freenet testbed (@gfient request message is reasonably high (ranging from
therefore the network topology of the Freenet is formed), wgo; 1 43%). As we have discussed in Section IlI, this is
then run100 experimental studies on the Freenet testbed (FHEer caused by a number of factors of Freenet, including
simply the Freenet). semi-structured network topology, strong connectivity among
The 100 experimental studies in each set are grouped intmdes and two-hop routing lookup, and reasonably large HTL
10 clusters, with each consisting ©0 experiments. For each value. Second, the successful rate to determine the originating
group of 10 experiments, we insert a random file into thenachine of a content request message varies greatly6m
Freenet, we then randomly choose a node to retrieve the file43%. The specifics of the Freenet network topology, the
to complete one experimental run. To make an experimdatation of the file to be requested, and the location of the node
meaningful, we do ensure that the randomly selected orig- initiate a file request will all likely affect the forwarding
inating machine does not already have the file. After eaglath of the content request message, and consequently, the
experimental run, we restore the Freenet to the original stateance for the originating machine of the request message to
before the file is requested (i.e., we remove the file from dke determined.
the caches due to this file request, and the data store of th®espite the variation in the successful rate, we emphasize
file requester), before we perform the next experimental run, $mt, as shown in Table I, the probability to determine the
that it will not be affected by previous experimental runs. Aftesriginating machine of a content request message is reasonably
a group of10 experimental runs, a different file is inserted intdigh in the performed experiments. In addition, as we have
the Freenet, and the experiments are repeated. discussed in Section Ill, for the rest of the content request

After a set of100 experimenta| runs, we will re-start themessages that we cannot determine the Originating maChine,
Emulab-based Freenet testbed, so that a different Freefgt can identify all the machines that have either initiated
topology will be constructed for the next set o0 experi- Or forwarded the message, which could be helpful forensic
ments. (Different randomly selected node locations will caug&formation in some investigative cases.

different Freenet topologies.) We repeat this process three TABLE I

timeS (for the three sets d'DO experimental rUnS). CLASSIFICATION OF MESSAGES SUCCESSFULLY TRACED BACK
In our experiments, each node can have at mMoseigh-

bors. Without loss of generality, we use the nodes storing git thal successful (1371 (135 gj (1:72 &cs3

a requested file as the monitoring nodes. We note that this S2 | 24 11 | 4 |13 | 4

maximizes the length of the path that we need to trace back. S3 |41 25|12 |12 | 8

In addition, a traceback attack is initiated after the monitoring

node has sent back the requested file. That is, we rely orin order to better understand the results of the experimental
the queue of UIDs that a node has finished processing stedies, in Table Il we show the number of messages whose
corresponding request message to determine if it has seeoriginating machine are successfully identified by rules C1,
UID value before. We believe that, in real traceback attacks @2, and C3, respectively. In the table we also should the
the public Freenet, requested files should also be returnechtomber of messages that are successfully traced back by both
help minimize the suspicion of a file requester that it is beinules C2 and C3. From the figure we can see that, although
traced back, as the requested file comes back as expectedtigeoriginating machines of a large number of messages are
refer to the three sets of experimental runsSasS2, andS3, determined because of the path length of two (C&), C2 and
respectively. C3 are indeed effective in identifying originating machines



of messages that traverse a long path before encounteringath), we cannot determine if a backtrack has occurred. On the
monitoring node. In particular, it shows that the ral8 alone other hand, we note that this could provide additional forensic
is already very effective in helping determining the originatingnformation in investigative cases.

machine of a message.

TABLE I g RS e T
PROPERTIES OF MESSAGE PATHS g 08 | ' *wﬁf**
°
Forwarding Reverse 2 06 -
Set | Linear | Non-linear | Linear (Failed)| Non-linear é ’
S1 | 98 2 80 (37) 20 2 i
S2 [ 85 15 55 (31) a5 3 041 Ay Si-forward —5— |
i S2-forward ——¥—
S3 | 94 6 69 (28) 31 e LY Storward
s : " Sl-reverse ——a
2 * S2-reverse ---@---
So far we have argued that, due to a number of protocol 3 o ‘ ‘ S3reverse -4
features of Freenet, it is likely that a message will traverse 0 5 10 15 20 2
. . . hi h
a linear forwarding path (without backtrack). In Table IlI Path lengt
we show the properties of message paths. In particular, we Fig. 5. Length distribution of linear paths.

show the number of forwarding paths that are linear and that
are non-linear, respectively (columns 2 and 3 in the table).Figure 5 shows the empirical cumulative distribution func-
As we have discussed in Section Ill, we cannot determitien (CDF) of the lengths of all linear forwarding paths and all
the originating machine of a message if the correspondiligear reverse paths. From the figure we can see that content
forwarding path is not linear. As we can see from the tablegquest messages #2 in general traverse a longer forwarding
it is quite common for a forwarding path to be linear irpath than those irb1 and S3, which could partially explain
the performed experiments. As we have discussed abotle worse performance obtained$i2 (as shown in Table I,
the combination of semi-structured Freenet topology, strol® also contains more non-linear forwarding paths). However,
connectivity among nodes and two-hop routing lookup, amde caution that forwarding path length is only one factor that
reasonably large HTL value will likely cause forwarding pathwill affect the chance for the originating machine of a content
of content request messages to be linear, instead of containiaguest message to be determined. As we have discussed, other
backtracked branches (as shown in Figure 3). factors such as the specifics of Freenet topology will also likely

A linear forwarding path increases the chance for us to deffect the probability to determine the originating machines.
termine the originating machine of the corresponding requestin the figure, we also show the length distribution linear
message. However, note that a linear forwarding path daeserse paths. As we can see from the figure, on average, linear
not guarantee the identification of the originating machinesverse paths are shorter than linear forwarding paths, which
As shown in Figure 4, a linear forwarding path may contaimdicates as the length of a linear forwarding path increases,
two neighboring nodes that have not directly interacted withe chance for the corresponding reverse path to be non-linear
each other regarding the forwarding of the request messaglso increases; that is, the chance for the case presented in
This complicates the identification of the originating machingigure 4 increases, which is intuitively reasonable.
of the message, as it appears to the traceback algorithm that
multiple neighbors have seen the same UID value; that is, we
have a non-linear reverse path. Whenever we have a non-linear
reverse path, the traceback algorithm will not try to determine
the originating machine of the message, given the traceback
difficulties presented in Section lll.

In Table Ill we also show the number of reverse paths

»
=

Cumulative Distribution Function (CDF)

that are linear and non-linear, respectively. In addition, we -sucoeed

also show that number of linear reverse paths thatfailed 02 oAl

to identify the originating machines of the corresponding o | sofdl e
messages. We note that the majority of linear forwarding paths 8 4 5 6 7 8 8 10 U
indeed result in linear reverse paths. However, a large number Peth length

of them do not meet the condition of either C1, C2, or C3, and Fig. 6. Length distribution of linear reverse paths.

therefore, we cannot determine the corresponding originating

machines. We did verify that, for all these linear reverse pathsin order to examine if path lengths have an impact on
that do not meet either C1, C2, or C3, the last node alotige possibility for a path to satisfy the conditiod® and

a traceback path (i.eny) is indeed the originating machineC3, in Figure 6 we show the CDF of all linear reverse
of the corresponding message. However, we do not clapaths with a length greater thah including the ones that
that we can successfully identify them, given that in a realve can successfully determine the originating machines of
world attack (where we do not have access to the forwarditige corresponding messages (with lengticceell and the
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ones we cannot (with lengtail). (We exclude all paths with can be somehow identified, an attacker can then determine
length of 2 because they meet conditi@nl). As we can see the forwarding of a message, and a traceback attack can be
from the figure, path lengths do not have much impact grotentially carried out. We therefore believe that, in order to
the possibility for a path to meet conditiod® or C3. This prevent this and other traceback attacks on Freenet (and similar
is intuitively sound because the specifics of the connectivipeer to peer anonymous networks), special attention should
between neighboring nodes (i.e., the location) along a pdih paid to the design and development of the system so that,
should play more role in meeting the conditions than the lengéimyone external to a node should not be able to determine the
of the path. message forwarding state at the node.
Following this simple yet powerful observation, a more
proper solution to the traceback attack is to change the
In this section we will first discuss potential solutions to theesponse of a Freenet node to an incoming request (or probe)
developed traceback attack, and then we will briefly presemessage with a UID that has been observed by the node.
related work on attacks on peer to peer anonymous networksstead of sending backReject with Loofdailure message to
inform the requester this fact, a more general failure message
should be sent back so that the requester cannot determine
The design of the traceback attack in Section Il depentise message forwarding state of the node. Specific failure
on a number of design and development decisions madeniessages currently used in Freenet, sucReject with Loop
Freenet, including, for example, the two-hop routing lookuRoute not FoundandData not Foundshould all be replaced by
and neighbor replacement policy. It is clear that changingis general failure message. After receiving such a message,
any of these design and development decisions will likethe requester knows that it cannot use the node to locate the
makethe developed traceback attack on Freenet less effectivequested file, but it cannot infer if the node has seen the
or eliminate the attack altogether. However, identifying theorresponding request message before.
optimal solution to address the problem is not simple. For We caution that, given the complexity of the Freenet system,
example, changing either the two-hop routing lookup or theefore such a solution can be adopted on Freenet, we need to
neighbor replacement policy will make it much harder to carmporoughly evaluate the potential impacts of this solution on
out the designed traceback attack. On the other hand, they Wik behavior and performance of Freenet. In particular, such
also likely affect the performance and adaptivity of Freeneta solution should not (greatly) affect any optimizations that
Given that Freenet is only a semi-structured (instead of cottire Freenet system may perform to re-organize its network
pletely structured) peer to peer network, removing the twstructure to speed up the locating and forwarding of contents
hop routing lookup will likely greatly affect the performancestored in the network.
of Freenet in locating requested files. Similarly, disallowing Accidentally, the above insight in developing generic so-
a Freenet node to replace an existing neighbor with a néwions to address traceback attacks on Freenet is similar to
node will prevent Freenet from re-organizing its topologicahe behavioral equivalence, or theak bi-similarityproperty
structure, based on, for example, performance of the neigif-systems modeled using thecalculus[11]. In essence, this
bors, and this will also make it hard for a new node to joiproperty states that, if two processes are weakly bi-similar, we
Freenet. Another potential solution is to dynamically changmnnot distinguish the two processes based on the observations
the UID value of a request message along the forwarding patii.the input to and output from the two processes. In the
However, this will likely affect the effectiveness of forwardingcontext of Freenet traceback attacks we have discussed, if two
loop prevention in Freenet. nodes are weakly bi-similar, an attacker cannot tell which of
In addition, although such solutions may help addrigs the two nodes (if any) have initiated or forwarded a message
developed traceback attack, they may not work for other ppreviously, after sending query messages to both nodes.
tential traceback attacks. We note that, although the traceback
attack presented in this paper only targets content requBstRelated Work
messages on Freenet, it can be potentially extended to track this subsection we briefly discuss the related work. We
back other types of messages on Freenet. Moreover, it mayfiogt describe general traceback attacks on peer to peer (p2p)
generalized to attack other anonymous file storage and retriesabnymous networks, and then we describe traceback attacks
systems that are built using the similar techniques as Freermst. low-latency p2p anonymous networks such as Tor [4].
We need to develop a generic solution that can help addrdssvards the end of this section we discuss attacks specific
the fundamentals of this type of traceback attacks, insteadtofFreenet.
individual attacks. A number of theoretical attack models on p2p anonymous
We note that the key capability that the traceback attaclketworks have been developed, including the predecessor
relies on is being able to query a Freenet node to determinedttack [15] and the eclipse attack [13]. They do not target any
state regarding the forwarding of a message (or rather the goarticular p2p anonymous networks; rather, they investigate
responding UID value). That is, by certain means, an attackée relationship between the number and coverage of attacking
can distinguish a node that has forwarded a message fraodes and the likelihood that any message can be traced back.
a node that has not forwarded a message. If this distinctidhey were developed based on the fact that the members of

V. DISCUSSION ANDRELATED WORK

A. Potential Solutions
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p2p anonymous networks are dynamic. If a sufficient portion V1. CONCLUSION AND FUTURE WORK
of a p2p anonymous network consists of attack nodes, it iS|y this paper we have developed a practical and efficient
likely that they can collaborate to identify the possible origifacepack attack on Freenet by exploring a few design and

of a message. development decisions made in Freenet. In addition, we have

Such studies provide us with some guideline on the dal_so performed Emulab-based experimental studies to confirm

lovment of attacking nodes on a p2p anonvmous networke feasibility and effectiveness of the developed traceback
ploy 9 h<p Y attack. As future work, we will explore opportunities to further

However, in this work we are more interested in attacks tha .

. : Investigate the performance of the developed traceback attack

exploit the operational features of a p2p anonymous netwaor

. n larger-scale Freenet testbeds. The scale of our current

instead of attacks that rely on a large number of attack nodes . . :
" : Xperiments was constrained by the resources we can obtain

to cover the critical regions of a p2p anonymous network;

In addition. real-world p2p anonvmous networks includind €™ the Emulab system. We will extend the attack to trace
' P<p y gack other types of request messages on Freenet, and explore

Freenet have taken st to prevent a large number of n in )
eenet have taken steps to prevent a large number o Odet?'ne possibility to generalize the attack onto other peer to

any individual network domain from joining the networks, so . " :
eer anonymous content sharing systems. In addition, we will

that it is becoming hard to launch such attacks from a sin l(JaII investigate potential solutions to address the developed
network domain. The traceback attack developed in this pa[iery g P P

. aceback attack.
requires much less resources on the attacker compared to this
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