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Abstract puters simultaneously. Most of the existing research re-
In this paper, we study the One-Sender-Multiplelated to OSMR focus on theoretical signal processing and
Receiver (OSMR) transmission technique, which allowften assume simplified network models, e.g., the avail-
a sender to send to multiple receivers on the same frgbility of a feedback channel for channel state update,
quency simultaneously by utilizing multiple antennas ahomogeneous and constant traffic load among users, etc
the sender. OSMR has the potential to significantly imf15, 18]. To the best of our knowledge, OSMR has not
prove the downlink performance of wireless LANs, bebeen implemented and tested for wireless LANs, where
cause with OSMR, the Access Point (AP) can send dighere is no feedback channel and traffic loads of users
tinct packets to multiple computers at the same time. Tare heterogeneous and random. To find out the practi-
study the practicability of OSMR in the indoor environ-cability of OSMR, we implemented a prototype OSMR
ments typical to wireless LANSs, we implemented a prototransmitter/receiver with GNU Software Defined Radio
type OSMR transmitter/receiver with GNU Software De{SDR) that allows one sender to send to two receivers si-
fined Radio and conducted experiments in a universitipultaneously. An OSMR transmission depends on the
building. To the best of our knowledge, this is the firstchannel states of the receivers because it requires the
implementation and experimentation of OSMR. Our resender to process the signals according to the channel
sults are positive and show that the wireless channels atates. The critical questions related to the practidgbili
low OSMR for a significant percentage of the time. Weof OSMR include (1) how likely are two receivers com-
also note that with OSMR, packet scheduling is neededegtible, where two receivers being compatible means that
at the AP to determine when a packet should be setheir channel states allow the sender to use OSMR, and
and whether it should sent together with other packef®) whether the channel fluctuation speed is slow enough
using OSMR. We focus on the problem of maximizingsuch that the measured channel state remains valid until
network throughout, and propose a simple algorithm aniihe sender finishes sending, and whether the compatibil-
prove that it has a performance ratio% compared ity relations of receivers are stable enough to allow in-

to the optimal algorithm. We evaluated OSMR and OuFelligent packet scheduling. Fortunately, our experiraent

algorithm with packet traces collected from 802.11a nef€Veal that two receivers are usually compatible for a sig-
works, and the results show that our algorithm signifi-mf'(.:a.r.'t percentage of the time. Also, although the_com-
' atibility relations vary as the channels fluctuate, in the

cantly improves the network throughput. Our aIgoritth

is simple and is suitable for the implementations in AP&door environment, the channel fluctuation is typically
with inexpensive processors Slow. Overall, our results are positive and show that the

. typical wireless LAN environments allow packet trans-

1 Introduction missions with OSMR. In addition, OSMR does not re-
Wireless Local Area Networks (LAN) offer conve- quire much change to the receiver hardware and OSMR-

nient access to the Internet. However, wireless LANs argapable nodes and OSMR-incapable nodes can co-exist

still much slower than wired LANs. For example, thejn the same LAN.

maximum data rate of 802.11g and 802.11a networks is 1, e fyll advantage of OSMR, a packet scheduling
54M|B§|’\|V\{hllleotg|a max||mu31dq§1ta rate of a typical Etz.erhlgorithm is needed at the AP. The AP runs this algorithm
net IS ps. In addition, measurement studies,"yq cige which packet(s) to send to optimize the perfor-
show that the typical throughput of an 802.11 network IShance, e.g., maximizing the throughput. We formalize

only about half of the maximum data rate [19], while theyo oohlem of maximizing network throughput as find-
_typ|cal t_hroughput of an Ethernet can be_ much closer tfﬁg ac-matching in a graph, and propose an algorithm
its maximum data rate. As new applications such as In- '

: ; 1
ternet TV are demanding more and more bandwidth, imVTVIth a perf-ormance ratio OL—\/E compargd to the op-
proving the performance of wireless LANs has attractemal algorithm. We evaluated our algorithm based on
much attention in both the academia and the industry. traffic traces collected from 802.11a networks, and the
In this paper, we study the One—Sender-MuItipIefeSU“S show that it significantly improves the downlink
Receiver (OSMR) technique, which allows one senddfroughout.
to send to multiple receivers simultaneously by utilizing The rest of the paper is organized as follows. Sec-
multiple antennas at the sender [12]. OSMR could sigtion 2 discusses the related works. Section 3 describes
nificantly improve the downlink performance of wirelessour implementation of OSMR. Section 4 describes our
LANSs, where the downlink refers to the link from the Ac- OSMR experiments. Section 5 discusses application is-
cess Point (AP) to the computers, because when the ARes of OSMR and the backward compatibility with ex-
is the sender, it can send distinct packets to multiple conisting 802.11 networks. Section 6 describes our packet



scheduling algorithm. Section 7 evaluates the pack&.2 Other Recent Works
scheduling algorithms. Section 8 concludes the paper.  Recently, applying new signal processing techniques
2 Related Works to packet-switched wireless networks has drawn much in-
In this section we discuss related works terest in the community, such as applying Successive In-
. .. . terference Canceling in [6], the ZigZag decoding in [7],
2.1 Wireless Transmission Techniques the analog network coding in [10], and the joint packet
Multiple-Input  Multiple-Output  (MIMO)  and demodulation in [9]. We note that OSMR addresses a

802.11n. In an 802.11n LAN, to achieve a higher ypique issue on the downlink that has not been consid-
speed than existing wireless LANs, nodes use MIMQyed before.

to communicate with the AP [16]. However, although |5 [4] it was demonstrated that it is possible

multiple antennas are used, the transmission in 802.11# ajlow simultaneous transmissions between multiple
is still one-to-one. One the other hand, OSMR allowgender/receiver pairs, as well as allowing one node to re-
simultaneous transmissions between one sender agghye and forward simultaneously. However, to the best
multiple receivers, which will help achieving an overallof our knowledge, techniques that allow one sender to
higher efficiency. For example, in a wireless LAN, oftensend to multiple receivers has not been implemented be-
some nodes have very strong channels while others hayge

weak channels. Suppose nodlbas a weak channel, and |, [5], a packet scheduling algorithm for Multiple
the AP cannot further increase the data ratdue t0  packet Transmission, which is equivalent to OSMR, was
the constraint of transmission power. Suppose there btoposed. However, the algorithm in [5] assumes nodes
a nodeB that has a strong channel. Instead of sendingre at the same data rate and packets are of the same size,
only to A, the AP may allocate a very small amount ofiherefore, it only solves a special case of the problem con-
power to send t@ simultaneously withA using OSMR.  gjgered in this paper. Also, OSMR was not implemented
As B has a strong channel, even th.e AP is only allolcatlngr tested in [5], while in this paper we provide implemen-
a very small amount of power for iB may still receive tation and measurements of OSMR transmissions.

at a good data rate. Also, because only a very sm .
amount of power is diverged #, A may still receive at a§ The Implementation of OSMR

the same data rate. Therefore, the downlink throughpyt " this section, we describe our implementation of
is increased by an amount equaBs data rate. %)SMR. We begin with the background of OSMR.
Multi-User MIMO. OSMR is often referred to as multi- 3.1~ Background _ _ _

user MIMO in the signal processing community [15, 18]. We assume the channel is flat-fading. As wireless
Existing works on multi-user MIMO typically focus on LANS typically operate in the high Signal to Noise Ra-
the theoretical signal processing and often assume simplio (SNR) regime, in this explanation, for simplicity, we
fied network models, e.g., the availability of a feedbackeglect noise. If the sender is sending data syrdbtie
channel for channel state update, homogeneous and céficeiver will receivg/= hd, wherehis the complex chan-
stant traffic load among users, etc. In a wireless LANnel coefficient. If there are two receivers and the sender
there is no feedback channel and traffic loads of usefs two antennas, the sender can send two different sym-
are heterogeneous and random, hence the resource aligls denoted ag; andx, on antenna 1 and antenna 2,
cation problem is more challenging. In addition, in thig'espectively. Suppose the channel coefficient from an-
paper, we provide implementations and experiments witl¢nnaj to useri is hjj for i, j € {1,2}. Let the received
OSMR in indoor environments typical to wireless LANs.Signal at user bey;, which is a linear combination of the
Multi-frequency approach. It has been shown that by S|gnqls_ sent from each antenna multiplied by the channel
simultaneously utilizing multiple frequency channelg th coefficients:

performance of a wireless LAN can be improved [22].

The implemented OSMR uses only one frequency. In yi\ (b1 ho) (x
fact, OSMR and multi-frequency techniques should com- vo) = \ho1 hoo) (X
plement each other because it is possible to schedule .
one OSMR transmission on each frequency channel. Mye will useH to denote the channel matrix. We may
this paper, we focus on OSMR transmissions on one frélrocess the data by pickingreocessing matrix

guency channel, as in a wireless LAN, there is almost U1 Upo

always more than one node on the same frequency. U= ( >

CDMA. OSMR is different from Code Division Mul-

tiplexing Access (CDMA), which also allows multiple such thahiuz = 0 andhyus = 0, whereh; denote a row
nodes to communicate simultaneously on the same fregector ofH andu;j denote a column vector &f. If such
guency. Basically, OSMR takes advantage of multiplenatrix can be found, letl; andd, denote the data that
antennas and is more efficient in utilizing the bandwidtishould be sent to receiver 1 and receiver 2, respectively.
than CDMA. A CDMA transmitter has to spread the sig-We let

nal bandwidth to a much larger bandwidth, which is not X1 Up U [y
required in OSMR. (Xz) = < ) (dz)
Cooperative MIMO. Cooperative MIMO [11] has been
studied extensively, in which a set of network node§hus receiver 1 will receivé;(dius + dauz) = dihqus.
jointly send information to the next hop. CooperativeSimilarly, receiver 2 will receivel,h,u,. Therefore, dis-
MIMO usually focuses on using multiple nodes to sendinct data is sent to each receiver. In this pabeu; is

the same information to the next hop, while OSMR fo+eferred to as theffective channefor receiveri. Two
cuses on sending distinct information from one node toeceivers arecompatibleif a processing matrix can be
multiple nodes, which is of more practical interest infound such that the strength of their effective channels
wireless LANS. are above a threshold.

Uz1 U2

U1 U2



3.2 GNU Software Defined Radio

We implemented OSMR in about 2,000 lines of C++_
and Python code using GNU Software Defined Radi
(SDR) [2]. GNU SDR is a very convenient platform ] Received Data
for prototype implementations, as it allows developerst| . [ I |
use software to generate the baseband waveforms. T| AN TAN AN/ A AT FANS AN /A S AN Vi
generated digital waveform is sent to the Universal Sof{ .,/ 7~ ¥~ ¥ 1% K N AW W “—-’//
Q

ware Radio Peripheral (USRP) [3], where it is converte( --4———— :
to analog waveforms by the DA converter and then up . jg_f_f_‘:.wj:,_\v]_}. v,_i_l Wa TATAD LW
converted to the carrier frequency. On the receiving sid¢ -«+ - — - .
the USRP first down-converts the waveform and the| = = #s6v ™o jem (2jfute (2] 50% [ Runstep | Fmti e (2]t (2
converts the analog baseband waveform to the digit| == /tem asemme

waveform and sends it to the computer. All signal pro=; . .
cessing is carried by the software, hence the SDR allowid9ure 1. A screenshot of captured channel estimation
great flexibility and convenient debugging. More infor-SYMBO'S.

mation about the GNU SDR and USRP can be found at . ) ,
2, 3]. When the receiver receives these symbols, it stops the

3.3 Two Key Components phase tracking circuit. At this time, the receiver’s phase

We now discuss two key components in our implei? D95 2 18 SYERO! HER B SETE, L S &
mentation: the channel estimation and the choice of thguence SUPDOSE diffgrence between the phase of the
processing matrix. q - =upp P

331 Channel Estimation receiver and the phase of antenna 1 of the send@r is

To use OSMR. the sender needs to know the chaTo estimated, suppose the receiver gets two consecutive

. , . Yampless; = a+ jb andS, = c, whereS, andsS, corre-
nels to determine the processing matrix. Actually, to deg, o0 10 the symbol when antenna 1 is sending +1 and
termine the processing matrix, for receivdr € {1,2}),

I A -1, respectively. Note th&, does not have an imaginary
only thechannel ratiodefined ag; = hiz/hiy is needed. eEimponent, because the receiver’s phase is locked to the

|
~
o3
.
&,

ﬁst;]he same char:;‘:elfeﬁtmatlon proces_z is carried out §haqe when both antennas at the sender is transmitting -1.
oth receivers, in the following, we consider one receivep, ¢ 14 the definition 0B, S; — S,el%, S — S,el®. As the

and refer to it as receivar To estimateg;, a channel . :

estimation sequence is transmitted at the sender. THg{aglnary components & ands; are the same,

is, we let the sender transnjit-1, —1,+1,—1,+1,...} at asin(8) +bcogB) = csin(0), 4)
antenna 1 and transmft-1,—1,—1,—1 ...} at antenna ence

2. At the receiver, let the received powers from antenna '
1 and antenna 2 of the senderwendv, respectively. 0= tanfl(i). (5)
Note that| g; |= v/w. Suppose the phase gfis @. If the c—a

receiver’s phase is locked to the phase of antenna 1 of tiadter finding 8, S; andS, can be found, with whicl, v,
sender, when antenna 1 is transmitting +1, the receivethdg can be found. The ambiguity 6fcan be resolved
complex symbol should bgv—vcog@)] + j[—vsin(@)]; by considering the sign af.

when antenna 1 is transmitting -1, the received complex For example, Fig. 1 shows a screenshot of captured
symbol should bé—w—vcog@)] + j[—vsin(¢)]. There- channel estimation symbols, whexre= —0.18,b = 0.20,
fore, if the receiver received two consecutive samples deandc = —0.32. It can be found thad = —0.31m, u =
noted asS; = x; + jy; andS; = x2 + jy2, whereS; andS,  0.12,v=0.27,v/u = 2.25, andp= —0.431

correspond to the symbol when antenna 1 is transmitting 3.2 Determining the Processing Matrix

+1 and -1, respectively, we have The simplest choice of the processing matrix is the in-
X1 — x2 version of the channel matrix. In our current implemen-
=% (1) tation, we took some extra measures in attempt to further
optimize the performance as well as regulating transmit-
and ting power. First, to force the interference to be 0, we
1 )
(p:tanfl(y +y2)’ @) require
X1+ x2 hiuz = 0,houy = 0. (6)
and Second, we require
N
v= @)’ ) Ihauz| > nlhia+hazl, [hauz| > nfhga+heo|  (7)

wheren is a constant. This is to make sure that the effec-
tive channels are not too weak compared to the original
ﬁnprocessed channelsThird, we require

Note that there are two values fpin [—1, 11 that satisfy
Equ. 2. The ambiguity is resolved by choosing the on
resulting inv> 0 in Equ. 3.

However, the receiver’s phase will not be locked to the iz + 12| <1, |upg+ U2 <1, (8)
phase of antenna 1, because the receiver is receiving they

aqt?]'t![ﬁ.n of twlo ts;%nals V\gth ?lﬁerer}: R}hases. To c%pe se OSMR, it transmits the same signal at both antennas with
wi IS, we let the sender transmit the Same Symboig, 5 power. This assumption was made because if the sender

{+1,+1,-1,-1,+1+1,..}at both antennas as training yoes not use OSMR, it does not know the channels and cannot
symbols for the phase tracking circuit of the receiver. Afprocess the channels using techniques suamasmum ratio

ter the training symbols there are a set of symbols to indeombining[12]. In fact, in our implementation, the receiver
cate the beginning of the channel estimation sequenaaust first get the channel estimation sequence which is-trans

We assume that if the sender has two antennas but does not



to make sure that the transmitted signal power is withi

the limit of the transmitter. Note that if the data symbol

to be sent to useris d; for i € {1,2}, the signal sent by
antenna is uj;d; + ui2do. To make sure that each an-

tenna is transmitting at no more than the regulated power,

|uiads + ui2dz| should be no more thajd;| which is the
transmitting magnitude of antennavhen OSMR is not
used. The exact value gfid; + uj2d, depends ou; and

d> which are random. However, if this constraint is satis-
fied, the peak transmitting power is never more than the

transmitting power when OSMR is not used.

From Equ. 6, we havel; = —%um and upp =
—M2upy. Substitutinguis = —f22Up1 into the first half
of Equ. 7, we have

h h
Juzallhu]| = 22 + 22| = |uza el — G2 + 91| > nlh1s+haal
ho1  hyg
therefore,
1+01
U >y1=n| —— 9
21| = y1 n'—gz+gl| ©)
Similarly,
1+92
|U22| > Y2 rIl_glJrgzl (10)

Equ. 9 and Equ. 10 give the minimum magnitudeugf

n 1. Stransmits channel estimation frames for 0.5 sec-
ond, then switches to listening mode to wait for the
channel estimation reports froRL andR2.

2. BothR1 andR2 wait until theSstops sending. Then,
R1 sends the channel estimation repor§tor 0.01
second, then switches to listening mode to wait for
the data frames. Afte® stops sendindx2 waits for
0.01 second, then sends the channel estimation re-
port to Sfor 0.01 second, then switches to listening
mode to wait for the data frames.

3. After getting both channel estimation repors,

waits for 0.01 second, then switches to the transmit-
ting mode and sends the data frames for 1 second.
One data frame is 1524 bytes with 1500 bytes of

randomly generated data and 24 bytes as the frame

, header.

Our experiments were conducted in a university build-
ing. We picked ten sender locations, and for each sender
location, we conducted a set of four OSMR experiments
at randomly selected receiver locations, where the dis-
tances between the sender and the receivers were between
6 to 30 feet. The sender location and the receiver loca-
tions in one set of experiments, for example, are shown
in Fig. 2. In each experiment, OSMR transmissions were
attempted with random intervals between 2 to 5 seconds.
Therefore, we basically randomly sample the channels

andup,. To determinaup; andusy, let the phase differ- and find the percentage of time the channel allows OSMR
ence betweeny; anduy, bed. The problem then reduces transmission. An OSMR transmission is considered suc-
to finding & such that both of the following inequalities cessful if the both receivers got the first 3 data frames
are satisfied: with no bit error. The compatibility ratio is defined as

i5 i5 the number of successful OSMR transmissions over the
| = G2v1 — 01y2€"°| < 1, [ya + V26| < 1. number of all OSMR transmissions carried out, where an
OSMR transmission is carried out if the sender got both
channel estimation reports and sent the data franvis

(11)

In our implementation, we start with = 0.1 and first

conduct a linear search overm, 11 at a step ofsg, for _ | A
3 to check if ad can be found such that both inequalities’€POrt the results of 35 experiments in which at least 25
are satisfied. If n@® can be found, the two receivers areOSMR transmissions were carried out and show the cu-
not compatible. Otherwise, we increase the magnitude #tulative distribution function (c.d.f.) of the compatible
Up1 anduyz by 10% of their minimum values and conductratio in Fig. 3. We can see that roughly, the compatible
another search. This is continued until&oan be found ratio is uniformly distributed in0,0.9]. Therefore, this

and thed found in the last round is used as the solution. €XPeriment suggests that OSMR transmission is possible
4 OSMR Experiments in the indoor environments for a significant percentage of

L. 1l
Note that whether an OSMR transmission is success-

. As mentioned earlier, another crucial question is the
ful or not depends on whether the two receivers are co

_ _ tability of the channel. As the wireless channel fluctu-
patible at that moment. Because the channel is constanfly, o randomly, before starting the OSMR transmission,

fluctuating, two receivers may be compatible at somg,e sender must get the channel estimations from the re-
times while not compatible at other times. For OSMR

to be applicable to wireless LANSs, the percentage of the 2with the current GNU SDR, to switch between the trans-
time when the receivers are compatible must be nommitting and receiving mode, we have to disconnect a “flow
trivial. Therefore, the first question we seek to answer igraph” and connect another “flow graph,” which could take-non
how often do the wireless channels allow OSMR trandtivial amount of time depending on the instantaneous sthate
missions? To answer this question, we conducted expel OPerating system. It could happen that two receivers en
ments with our prototype OSMR transmitter/receiver. Irﬁ%lrt at the same time, which resuits in a collision. I thedssn

. S not get the channel estimation reports from both recgjve
our expenme_nts, _the O.SMR transmission is centered e sender will abort the transmission. Therefore, not SIMR
2.42GHz, which lies within the ISM band used by theyansmissions were carried out int full.
802.11b and 802.11g networks. The sender and receiver 3gometimes. wireless receivers can receive the signal from
use the same carrier frequency. Differential Binary Phasghe sender when there are two simultaneous senders, paovide
Shift Keying (DBPSK) modulation is used and the sym+hat the signal from the sender is significantly larger theamt
bol rate is 500,000 symbols per second, which results intee other, known as theapture effect Because OSMR is also
bit rate at 0.5Mbps. We refer the OSMR sendeBamd transmitting two signal sources simultaneously, to make su
the two OSMR receivers &1 andR2. In the experiment, that our OSMR experiments are successful not because of the

R1 andR2 are turned on first. The OSMR transmission i€apture effect, we did a sanity check test in which we used the
then carried out in three steps: transpose of the processing matrix in the place of the psings
) matrix. In such tests, the transmissions almost never sdect

mitted without processing the channels because the seadsr d which confirms that the OSMR transmissions were successful
not know the channels yet. because the signals were processed correctly.
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C1 - sender If other implementation is used, the compatibility ratio
. o:exp.l  @:exp.2 ©:exp.3 O:exp.d might be different. Fortunately, it will most likely be
Figure 2. The sender location and the receiver loca- hjgher. The main reason is thatin our implementation, the
tions in one set of experiments. The receiver locations channel estimation process may take more than 20ms by
are marked as circles, where the diameter of the circle gy estimate, where 20ms is needed for the two receivers

is proportional to the compatibility ratio. to send channel estimation reports and the rest may be
2 needed for the reconfiguration of the software. As can be
= 1 inferred from Fig. 4, after the channel estimation process,
208 ] the channels may have shifted significantly. Therefore,
5 the successful OSMR transmissions reported in our ex-
g 06] ] periments belong to those cases when the channels allow
5 04l | OSMR transmissionanddid not shift too much after the
Sc_i ' channel estimation, which is a subset of the cases when
L 0.2 ] the channels allow OSMR transmissions. A newer ver-
a ‘ ‘ ‘ ‘ sion of GNU SDR is under development which will al-
© "o 02 04 06 08 1 low the software to specify the exact time when a packet
Ratio should be transmitted, with which we can reduce the es-
Figure 3. The c.d.f. of compatibility ratio found in the  timation time significantly. In fact, the channel estima-
experiments. tion time could be further reduced when implemented in

hardware. The estimation should only take in the order
ceivers. The sender then uses the estimations to calcul&fe? hqndred microseconds, because it or_1|y involves ex-
the processing matrix and transmit the frame. Becau&&ianging several small packets each of size around sev-
/aral tens of bytes. However, we note that our experiments

the sender does not have further feedbacks from the re- ) . S
ceiver, in order for the OSMR transmission to be sucstill serve their purpose for this paper, which is to demon-

cessful, the shift of the channel during the frame transiirate that OSMR transmission is possible in the indoor
mission time must be limited. To find the characteristic§nvironments and can be successful for a significant per-

of the channel shift in the indoor environments, we con¢€ntage of the ti_m_e, V‘.’h“e the percentage will be even
igher if more efficient implementation is used.

ducted experiments to measure the stability of the wird?

less channels. In our experiments, there were one sendgr Backward Compatibility and Applica-
and one receiver, where the sender has two antennas and tjon |ssues

the receiver has one antenna. Similar to the previous ex- We believe OSMR can be a useful enhancement to ex-

periment, we picked ten sender locations, and for each,. i
sender location, four receiver locations were picked raﬂ§tlng| 802.11 LANs. To use OSMR, the AP must be up

domly. The sender transmits the OSMR channel estimg-ridggc}obgeaaesvf'ce?% ?ﬂe&:;ﬁ’ngisgtﬁgﬁotxvgnadnﬁn:
tion sequences every 1ms for a total of 50 seconds, ang b 9

the receiver simply records the received symbols. Withal processing. On the other hand, using OSMR requires

the received symbols, the fluctuation of channel ratio caW'n'mrL:m cr:\ange tol the receivers. Because the AP makes
be derived. I the channel ratio @&° at timety and SU'e that the signal sent to one receiver appears as zero

N i . . ; ) at the other receiver, and vice versa, the receiver can use
is agJ‘d at timety, the shift of the magnitude is defined the same hardware for decoding the packet. The only
as 222 x 100%, and the shift of phase is defined aghange must be made for the receivers is that they must
| @ —@|. The c.d.f. of the channel ratio shift after 1ms,cooperate in channel estimation, which requires stopping
10ms, 100ms, and 1000ms are shown in Fig. 4. We cahe phase-tracking circuit and getting access to the re-
see that for more than 90% of the times, after 10ms, theeived symbols. Depending on the vendors, the device
magnitude shifts less than 10%, and phase shifts less tharivers may or may not have this level of control. If yes,
1g- Considering that the packet transmission time in apgrading a receiver to be OSMR-capable requires only
wireless LAN is usually between 0.3ms and 10ms, thispdating the device driver. Otherwise, the receiver must
result suggests that OSMR is very likely to be applicablehange its hardware. Fortunately, OSMR is completely
to wireless LANs. We can also see that even after 100mBBackward-compatible. That is, it is possible for OSMR-
for more than 80% of the time, the magnitude shifts lessapable nodes and OSMR-incapable nodes to coexist in
than 20%, and the phase shifts less thgn the same LAN. The AP may use OSMR only on OSMR-
We must mention that the compatibility ratio dependsapable nodes, while use the traditional one-to-one trans-
on the implementation. The compatibility ratio reportednission on OSMR-incapable nodes.
in Fig. 3 was obtained by our prototype implementation. In a wireless LAN, if the AP gains access to the



CES CRT1 ACK1 .
very likely the same because the channel fluctuates rela-

- / /
- e ] tively slowly.
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Figure 5. Packet transmission with OSMR. CES: _ In this section we focus on packet scheduling when

OSMR is adopted. The packet scheduling is needed be-
cause the AP must make smart decisions to “pair up”
packets to improve the overall downlink performance. In
medium and wishes to initiate an OSMR transmissiothis section, we focus on maximizing the throughput on
to two nodes, it should first carry out channel estimathe downlink. The main constraint is that the processor
tion to get the instantaneous channel states. It may firgt the AP is usually inexpensive and not very powerful.
send the a packet to notify the two nodes, which also coria addition, the time to make the scheduling decision is
tains the channel estimation sequence. The two involvesiiort, e.g., less than the transmission time of a packet. We
nodes should reply with the channel estimate report in &ill therefore focus on simple algorithms that, although
pre-determined order. If the AP finds that the two nodegay not always give the optimal schedule, but is capable
are compatible, it can then start the transmission. Aftesf giving reasonably good schedules in practice.

the transmission is completed, the two nodes should send Before getting access to the medium, the AP inspects
acknowledgment packets back to the AP. The processtise packets in its buffer, and schedule one or multiple
illustrated in Fig. 5, where CES denotes the channel esfpackets to send. To maximize the throughput, the AP
mation sequence and CRT denotes channel estimation stould send out packets in minimum time. We assume
port. The complete packet transmission may also includéat the AP first attempt to find aptimal schedulewith
overhead such as DIFS and a possible back-off. Note thatich the packets in the buffer can be sent in minimum
if the AP finds that the two nodes are not compatible, itime. The AP then picks a packet or a group of packets
may abort the OSMR transmission and send the packetscording to the schedule it finds as the packet(s) to be
one by one. sent next.

The channel estimation process in Fig. 5 is unique to In a wireless LAN, nodes may have different data
OSMR and is not needed in one-to-one transmissions. Imtes. For example, 802.11a and 802.11g support data
terestingly, with some slight modifications to the packetates of 6, 9, 12, 18, 24, 36, 48 and 54 Mbps. Also, pack-
transmission scheme, it is likely that the channel estimats may have different sizes. It is possible to use OSMR
tion will not lead to much overhead, especially when théo send packets of different sizes to nodes at different data
traffic load is high. The AP may piggyback the channetates because the AP can make the signal to one node
estimation sequence in every packet it sends, and ask thgpear as zero at the other node, and vice versa. In an
nodes to piggyback the channel estimation report in th802.11 LAN, the packet transmission time involves not
acknowledgment packets. This will not introduce muclonly the transmission time of the data, but also overhead
overhead because the channel estimation sequence carsbveh as DIFS, the possible random back-off, etc. When
as few as 16 BPSK symbols, and the channel estimatiateriving the algorithm, we focus on the data transmission
report is simply the channel ratio which can be packetime and temporarily neglect the overhead because the
into less than 4 bytes. If the traffic load of some nodelata transmission time dominates the packet transmission
is high, as the traffic usually exhibits bursty behaviortime in most cases. At the end of this section, we will
it can be expected that the AP may receive the channdiscuss how our algorithm works when the overhead is
estimation reports of this node in a timely manner, e.ggonsidered.
within several milliseconds, such that the channel has not Due to the reasons explained in Section 5, the AP is
shifted much with very high probability. Therefore, if theaware of the compatibilities of nodes in the LAN at any
AP wishes to send to such nodes, no channel estimatigiven time with high probability. In this section, for sim-
is needed. On the other hand, when the traffic load iglicity, we assume that the AP knows exactly the com-
low, although the AP cannot get timely updates from th@atibilities of nodes. Theoretically speaking, if only to
acknowledgment packets, spending time on channel estitinimize the packet transmission time, the schedule may
mation will be not as critical because the medium is nobecome sending packets in a continuous stream of packet
congested. pairs, as shown in Fig. 6(a). However, this is not prac-

It is also desired for the AP to keep track of the comtical for two reasons. First, the channel coefficients may
patibility relations of nodes in the network, which will be outdated during the transmission. Second, a wireless
prove to be useful for packet scheduling, as well as fdrAN must ensure a certain level of fairness and sending
avoiding initiating OSMR transmissions to nodes that arthe packets in a stream forbids other nodes from transmit-
not compatible hence wasting the time spent in chariing. We therefore focus on the practical case when one
nel estimation. To achieve this, the AP needs to kno®@SMR transmission involves sending ommin packet
the channel states of the nodes. As mentioned earli@ong with one or multipleside packetsas shown in
the AP may get piggybacked channel estimation reportsg. 6(b). We refer to such transmission agaup trans-
from some nodes. For other nodes, the AP may broadiission Clearly, in a group transmission, if there are
cast the channel estimation sequence periodically, sasife packets, the transmission time of the main packet
every 100 ms, and ask the nodes to send back updatgtbuld be more than the total transmission time of the
channel estimation reports. As explained earlier, this wiffirstv— 1 side packets, because otherwise packeain be
not introduce large overhead because the channel estinsgnt as a stand-alone packet. Note that the side packets
tion sequence and channel estimation reports are smatiay have different destinations.

Between two consecutive updates, although the instanta- Given any optimal schedule that minimizes the packet
neous channel states of the nodes may have drifted framansmission time, for any group transmission, we may
the most recent updates, the compatibility relations amort the side packets according to their transmission time,

channel estimation sequence. CRT: channel estima-
tion report.
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Figure 6. (a). Sending packets in a stream of pairs, B \ clo \E\
which is not practical. (b). Examples of group trans- g1 5 D(0.8) FLe) | ‘ ‘
missions, where packets shown at the top are the main '
packets. (@) (®)

Figure 7. (a). A graph with six vertices where the
) ) .. . capacities of the vertices are shown in the parenthe-
and let the side packet with the longest transmission timgs,  The heavy edges belong to ematching. (b).

start first. The modified group transmission is called ghe packet transmission schedule based on the-
sortedgroup transmission. After the modification, if the matching.

transmission of the main packet finishes before some of

the side packets start to transmit, we may let these side i

packets be sent as stand-alone packets. Note that $#Pnds to an optimal schedule. o

total transmission time of the sorted group transmission Therefore, in the following, we focus on finding a

plus the possible stand-alone packets is the same as fR@ximum weightc-matching in the graph. Note that in

original group transmission. Therefore, there must exthe case when all vertices have the same capacity, the

ist an optimal schedule in which all group transmissiongroblem reduces to finding a maximum matching which

are sorted. Therefore, when attempting to minimize thgtill takes O(n*®) time wheren is the number of ver-

packet transmission time, we need only consider schetices in the graph [14]. Because the processors in the

ules where all group transmissions are sorted. APs are not powerful, we focus on faster greedy algo-
We first provide a high-level description of our ap_nthms. Before_ doing so we first defln.e thetual weight

proach. Basically, we first formalize the problem of find-Of an edge with respect to @matching. Given &c-

ing the optimal schedule as findingnraaximum weight mMatchingM, for a starg(a) = {aby,aby,...,ab} € M,

c-matchingin a graph, then propose a greedy algorithnif C(a) > 3}_,W(ab;), define the actual weight ab;

to solve it approximately. To maximize throughput, weasUwm (abj) =W (abj) for all 1 < j <v; otherwise, define

need only run the greedy algorithm until it finds star, the actual weight ofb; asUm (abj) = W(abj;) for j <v

which will be used to determine the group of packets tandUy, (ab,) =C(a) — z‘j’jw(abj)_ If an edge is not in

be sent next. More detailed descriptions are in the foly jts actual weight is not defined. For example, the ac-

lowing. tual weights of edgéB, AC, FD, FE are 1.5, 1.0, 0.8,
We draw a graphG where each vertex represents aand 0.4, respectively. Note that the total actual weight of

packet. Two vertices are connected by an edge if thejges inM is the weight oM. We also need the follow-

packets are compatible, i.e., are destined to two compagig lemma.

ble nodes. We define tlompacityof a packet as the trans- | Emma 2. C(a) > Um[p(a)] where g(a) is the set of

mission time of the packet and denote itG{3. The ca- edges incident to a in a c-matching M.

pacity is basically the size of the packet divided by theprooF If @(a) is a star rooted atin M, clearly,C(a) >

data rate of the node. For example, Fig. 7(a) shows suel[¢(a)]. Otherwisegp(a) belongs to a star rooted at an-

a graph with six vertices representing six packets. Wegther vertex, and it must consist of only one edge, say,

define theweightof an edgeab as mifC(a),C(b)} and  while C(a) > W(sa) > Un(sa). O

denoteLt adV(ab). Consider a star with roa denoted We propose Algorithm 1 which is a greedy algorithm

as@(a) = {aby,aby,...,aby}. In this paper, when a star ¢ inging ac-matchingvl. Basically, the algorithm finds

is written as{aby, aby, ...,ab}, itis always assumed that {he vertex with maximum capacity denotedasand in

W(abr) >W(ab) ;/;-12 W(ahy). The staris called “legit-  gach step, it adds the edge incidenaitwith maximum

imate” if C(a) > 3 j_; W(abj). Note that_al_egltlmqte star weight until W[p(a)] > ca@ where@(a) denote set of

corresponds to a sorted group transmission whésehe edges inM incident toa V\/\?e show that the weight of the

main packet whild, to by are the side packets. For eX'magtchin returned b 'the reedy algorithm i% at least a

ample, in Fig. 7{AB, AC} is a legitimate star. Definea 1 9! y'heg y alg )

matching ofG as a set of vertex-disjoint legitimate stars.13.3 [raction of the weight of the optimatmatching.

Note that any schedule for sending the packets where the

group transmissions are sorted defin@smatching, and ‘Ajgorithm 1 A greedy algorithm foc-matching

vice versa. For examplel/AB,AC},{FD,FE} is ac- T M—0

matching in Fig. 7(a), which corresponds to the packet_: :

transmission schedule shown in Fig. 7(b). We \4§eto g i (r;e',[iﬁ]mﬁﬂtythen

denote the total weight of a set of edgesp() is a star in 2 end if

ac-matchingM, we define thectual weighof g(a) with 5. Letabe the vertex with maximum capacity
respect tvl asUw [@(a)] = min{C(a),W[¢(a)]}. For ex- & repeat '

ample, in Fig 7, the actual weight ¢AB, AC} is 2.5 and 7:  Add to M the edge with maximum weight that is

the actual weight of FD,FE} is 1.2. Note that the actual
weight of @(a) is the air time saved for sending packets i Cla)
a, by, by, ..., by by using OSMR, comparing to send- 8: until W[g(a)] > == or no edge can be found

ing the packets one-by-one without using OSMR. Define9: Removea and all vertices matched toas well as all
the weight of ac-matching as the total actual weight of  edges incident to them from the graph. Goto 2.
the stars in the matching. Because the weight ofcthe
matching corresponds to the total air time that can b.

saved, we have: ratio of —1
LEMMA 1. A maximum weight c-matching in G corre- 1+v2°

currently not inM and is incident t@.

FHEOREM 1. The greedy algorithm has a performance



PROOF. Let the optimal matching b&1*. When the 37_;Uw-[O(bj)]}. If V2> B> 1, Uue@)] = C(a),
greedy algorithm adds an edge, for examaletoM, we  penceu a)l > -1 (U lO(a V. Uwme [O(bi)TY.
sayais matched by edgabif a has not been matched by M[(_p( )1] - 1+BB{ w(©(a)] 2=t [ J)]}_
other edges before, and similarly for When the algo- Note that in[,1], 175 decreases &3 decreases, with

rithm terminates, we check the vertices matcheMiin  the minimum being—L - whenp = L. In [1,v/2], -
the order when they were matched. In the case two ver- +v2 P v2 1,v2 1P

. . . . . 1
tices were matched by the same edge at the same tinfécreases gsincreases, with the minimum being"
which only happens when the first edge is addeg(® whenf = /2. Therefore overall we havey [@(a)] >
for vertexa wherea is the vertex found at line 5 is 1\/—{UM*[e(a)] +3Y_,Un=[O(b)]}. O

; - 1+2 =
checked first. When checking a vertex, saywe check In practice, the AP may pick one star in tixenatching

edges irlM* and say an edge is “assigned’ad this edge s the aroup of packets to be sent. If onlv to achieve

is incident toa and has not been assigned to other vertex: group of p ent. 11 only -hiev

before. Call the set of edges assigned to a vertex the “audner throughput, the AP may simply pick an arbitrary
’ Star. The commercial APs may also have to consider

A sues such as fairness, quality of service, etc. As the
acket scheduling algorithms in the commercial APs are

fot available to us, in this paper, we focus on maximiz-

ing throughput. However, Algorithm 1 can serve as a ba-

there is an edgst € M* not in any assigned set. It follows _. - . .
that boths and% are not incidentyto ang vertex matched inSS for the design of packet scheduling algorithms for the
mmercial APs when OSMR is supported. Regarding

M. But this cannot happen because the greedy algorith . . ; j
will not leave two adjap(?ent vertices unmgatche)c/i. 'gll'here-o complexity of Algorithm 1, note that if the vertices

fore, the assigned sets for all matched verticdd iform S{Sei?;gegnacsg:?ézga:g ;g?tgg%%‘zgf;nangot&z ajgeﬁ tlsn-
a partition ofM*. We say the algorithm is working on y 9 gnts,

vertexa when it is executing the repeat loop in line 6, 7,the greedy algorithm finishes @(n) time, wherenis the

8 for vertexa. Suppose the greedy algorithm added edgBUMmPper of vertices, because every execution of line 7 re-
®(a) — {ab,aby,...,ah,} to M when it finished working moves one vertex. Sorting the vertices takislogn)
ona We next prove that thely[@(a)] is no less than time and sorting the edges tak@$E logE) time where

E is the number of edges in the graph. Overall, the al-
1 :
v (Ume[O(@)] + 3] Um- [O(bj)]}, hence the perfor- o iihn takesO(ElogE) time. However, we note that

mance ratio of the algorithm. the complexity is actually much smaller in practice. Note

We prove this by considering two cases. First, conthat the AP needs only choose one group of packets to
sider when the algorithm exits the repeat loop because #6nd. As the algorithm never removes an edge flém
edge can be added. We claim that in this c&®@) C  once it is added tM, a star will remain ifM once added
®@). This is because if an edge M*, for example, toM. Therefore, the AP needs only run the algorithm un-
sa can be assigned @ s must not have been removedtil it added one star té1. Also, the sorting of the nodes
from the graph when the algorithm started working orind edges can be maintained incrementally upon packet
a. Since otherwise, supposehas been removed from arrivals and packet departures.

the graph when the algorithm added edtjeo M before We next discuss the performance ratio when overhead
started working ora. In this casesashould have been is included. Because the overhead includes the random

assigned t, not toa. Therefore, all edges i®(a) were back-offtime, a deterministic bound cannot be found, and
still in the graph when the greedy algorithm started ofive Will focus on a bound in the average sense. Assume
workinga. Since the algorithm exits the loop because nghat the data transmission time of the optimal algorithm
edge can be added, all edges inciderattoust have been and the greedy algorithm affig- andTg, receptively. As-
added tog(a), therefore®(a) C @(a). We partition the sume the total air time of the packetsTis Based on
edges inp(a) into two sets: those i®(a) and those not Theorem 1, we have
in ©(a). Note that if the algorithm exits the loop because To—Tg 1
no edge can be adde@(a) > yj_, W(abj), and hence To-To 215 V3
for any edgeab; € @(a), Uu(ab;) = W(ab;) = C(bj). 0o +
Therefore, for an edgab; € ©(a), Um(abj) > Uy-+(abj), We assume that the expected overhead incurred when
sinceC(bj) > Uu-(abj). For an edge not itM*, say, sending the packets without using OSMRIiE, wherea
aby, note that due to Lemma Z(b,) > Uu+[©(by)].  is a constant determined by the data rates of nodes in the
Therefore, if the algorithm exits the loop because no edgeetwork. When overhead is included, the optimal sched-
can be added, we actually havg [@(a)] > Uu+[©(a)]+ ule needs at leash-, which happens when the optimal
Y1 Un+[O(bj)]. algorithm has no overhead at all. We also argue that most
Second. consider when the algorithm exists the r likely, the overhead in the schedule given by the greedy
' c@ 9 ealgonthm is no more thanTy. To see this, consider a star
peat loop becaus&V[g(a)] > V2 Suppose when with v+ 1 vertices in the schedule given by the greedy al-
the algorithm exits the loopW[@(a)] = BC(a) where gorithm. When using OSMR, the overhead includes one

B > % Because the algorithm adds edges witlP!FS, one possible random back-off, one possible chan-
2 nel estimation process including the channel estimation

largest weight tog(a) first, % > W(aby), hence packet sent by the AP and at mast 1 channel estima-
V2 > B. Due to Lemma 2,C(a) > Uy-[@(a)] and tion reportsy+ 1 acknowledgment packets, and at most
C(bj) > Uw+[O(bj)] for all v > j > 1, hence(1+ 2v+ﬁSI(Ij:_Ss.I Véj/hen iegﬁzuég thetpackfts oge-byt;onlf,the
v _ 1 overhead includeg+ , up tov+ 1 random back-
B)C(a) = Um-[O(a)] + 3 ]-aUn- [O(bj)]. 1T 1 = B> 7, off, v+ 1 acknowledgment packets and 1 SIFSs. Note
Um[o(a)] = BC(a), hencdum[p(a)] > %B{UM*[@(a)] + thatDIFSis much longer than SIFS. Also, the channel es-

signed set” of this vertex and denote it@¢). Clearly,

the assigned sets are disjoint with each other. Also, a
edge inM* must belong to one of the assigned sets, whic
we show by contradiction. Suppose this is not true, the

(12)



timation sequence and the reports are very short packe __ Trace 2
while one random back-off can be substantially longel 4 30 ‘

Therefore, when overhead is included, with high proba g OSMR-g
bility, the schedule given by the greedy algorithm takes ¢ == 20 — FIFO
mostTy + aTp time. Due to Equ. 12, we have a
1 1 S 10
Tg<To(l— ——=) + Tor = 13) 3
|_

OO

We also note thafy- > T—2° which is because the optimal 100 2‘|'(i)rcr)1e (S:ég? 400 500

schedule can at most reduce the packet transmission time

by half. Therefore, Figure 8. Network throughput in 500 seconds.

Tg+ Mo < To (1— o +a)+ L 25ps. The channel estimation report and ACK packets are
Tor Tor 142 1+2 assumed to take 28. The values are chosen according
o_ 1 420 (14) to the specifications of 802.11a networks [13].
1++2 ' Our simulation is event-driven. We keep trackTof

We therefore have the following remark which is the time when the channel becomes free. When
REMARK 1. When overhead is considered, with highaln uplink packet is encountered in the trateis incre-
A : o : mented by the amount of time needed to transmit the
probability, the greedy algorithm will give a schedule that, .\ o "11is in effect, is to send the uplink packet imme-
takes at mos2 — 1112 +2a times Fhe time of the optimal diately after the channel is free. We took this approach
schedule, where denotes the ratio of the expected overpecause the traffic in the trace is recorded at the wired
head over the datz?\ transmission time when sending tqﬁ,rt of the AP, therefore, when an uplink packet appears
packets without using OSMR. in the trace, the actual transmission already took place.
7 Evaluations When a downlink packet is encountered in the trace, it is

To evaluate the performance of our algorithm anddded to the queue. The scheduling algorithm selects a
OSMR, we conducted simulations using trace data copacket or a group of packets in the queue to send when
lected from wireless LANs. The trace data used irthe channelis free and updates
our simulations is downloaded from [20] collected from We refer to our algorithm as OSMR-g. For compari-
802.11a networks. As we wish to evaluate the packeton, we implemented two other algorithms, referred to as
scheduling algorithm, we used Trace 2 and Trace 3 iRIFO and OSMR-s. FIFO does not use OSMR and sends
[20], in which the data were collected by TCPDump seepackets in a first-in-first-out manner. The algorithm used
at the wired port at the AP, because it should presenis the commercial AP is unlikely to be as simple as FIFO,
the arrival characteristics of the downlink traffic. Morebut should be equivalent in terms of throughput. OSMR-
information about the trace data can be found in [20, 21k uses OSMR, but follows a simple matching strategy:

In our simulation, we assumed that on average, twahen looking for a star to send, it always regards the
nodes are compatible far percent of the time, where packet at the head of the queue as the main packet, then
a is randomly picked in0,0.9]. Two nodes alternates scans the packets in the buffer and adds a packet to the
between the compatible state and the incompatible statgar if it is compatible with the main packet until the du-
where the duration of the compatible period is set to beation of the side packets exceeds the duration of the main
0.4 second and the duration of the incompatible period igacket. For further comparison, we also ran our simula-
set according ta. As the trace data does not reveal thdion with our algorithm but assuming that all nodes pairs
instantaneous data rate of the nodes, we assumed thataglt always compatible and refer to it as OSMR-fl.
nodes are operating at 54 Mbps, the highest data rate of We first report the simulation results with Trace 2 in
802.11a networks* For a packet transmission not using[20], which was collected in a LAN with 75 nodes for
OSMR, the transmission includes DIFS, random backabout 10 minutes. We ran our simulations for 500 sec-
off, data transmission, SIFS and ACK. For a transmisends and show the throughputs of OSMR-g and FIFO in
sion of packets using OSMR, the transmission includeSig. 8 for one random choice of the compatibilities of
DIFS, random back-off, plus what is shown in Fig. 5. Inthe nodes. We can see that both algorithms have almost
the simulations, the channel estimation process is alwagsactly the same throughput, which is because the traf-
simulated, such that it may serve as a lower bound for th& load is not high. Note that the upper layer protocols,
performance of OSMR. If the group consistaxgfackets e.g., TCP, typically probe the capacity of the network to
to v nodes, the packet transmission includesCKs but  avoid overloading the network, hence the traffic load in
onlyv channel estimation reports. The durations of DIFSthe trace data is unlikely to be high enough to reveal the
average backoff time and SIFS are set to bps348is, benefit of OSMR because it was collected at an AP not
and 16us, respectively. The transmission time of the datgupporting OSMR. However, this simulation does con-
is assumed to be 28 plus the time needed to send thefirm that our simulation set up is correct, because the net-
data. The channel estimation sequence is assumed to takerk throughput in Fig. 8 is very close to that in Fig.1(c)
ym— - i ___in[21] which is the network throughput measurement for

is assumption was made first because the network in [Z%e same trace.

is in a confined 20m by 20m area, therefore, all nodes argylikel .

to be close to the AP and run at high data rates. Second, ebtain T.O evaluate the performance of t.he network at_hlgher
ing the data rate could be quite difficult because the data raf'@ffic load, we processed the trace files and combined the
could change dynamically when running rate adaptation-algol face 2 and Trace 3 into one. As each trace contains 75
rithms. Our simulation reveals similar network throughpst nodes, to reduce number of nodes, we merged the traf-

that measured in [21]. fic of 7.5 nodes on average into one node and produced
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20 merged nodes. We then randomly select certain numqg
ber of nodes and use their traffic as input to the simula-
tion, where the number of nodes grows from 2 to 20 at [9]
a step of 2. We use the traffic trace from 400 seconds to
500 seconds, when load is more stable. The average net-
work throughput during the 100 seconds and the averaggo)
number of packets left in the queue after the 100 seconds
are shown in Fig. 9(a) and Fig. 9(b), respectively, whergq,
each data point was obtained by averaging the results of
100 random seeds. We measure the performance of an
algorithm by themaximum sustainable throughpute-

fined as the maximum throughput of the network when[12]
the number of packets in the queue is no more than 1000.
From Fig. 9 we can see that the maximum sustainabl¢L3]
throughput of OSMR-fl, OSMR-g, OSMR-s, and FIFO
are about 25Mbps, 22Mbps, 19Mbps, and 16Mbps, refi14]
spectively. Therefore, OSMR-g is capable of improv-
ing the throughput by about &% compared to FIFO.
Also, although OSMR-s is better than FIFO, it is outper-[15]
formed significantly by OSMR-g, which suggests that the
greedy algorithm we propose is effective. We can also
see that OSMR-fl achieves about 15% higher throughout
than OSMR-g, which is the benefit that can be enjoyedle]
with full compatibility compared to a 45% average com-
patibility. [17]

8 Conclusions

In this paper, we studied the One-Sender-Multiple-[18]
Receiver (OSMR) transmission technique which allows
a sender to send to multiple receivers on the same fre-
guency simultaneously. We implemented OSMR with
GNU Software Defined radio that allows a sender tojq
send to two receivers simultaneously. To the best of our
knowledge, this is the first implementation of OSMR.
We conducted experiments and tested OSMR transmigzq)
sion in a university building, and our results show that[ 1
OSMR succeeds for a significant percentage of the time.
We also studied the problem of packet scheduling with
OSMR. We focused on the problem of maximizing net- ;5
work throughout, and proposed a simple algorithm an&
prove that it has performance ratio&% compared to

the optimal algorithm. We evaluated OSMR and our al-
gorithm with packet traces collected from 802.11a LANSs,
e and the results show that our algorithm significantly im-
2 proves the throughput.
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