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Abstract

Secure electronic communication relies on the application of cryptography. Recently, there has been
an explosion in the growth of Public Key Infrastructure technology, where centralized or partially
centralized services provide addresses and keys for participants desiring to establish secure channels
with one another. We consider the traffic to and from these servers to be the foundation of the
"critical infrastructure" for secure communication. These trusted services are worthy targets for
intruders since successful intrusion would have wide-ranging impact. In this paper, we offer amethod
to detect anomalies in this traffic based on techniques proven in intrusion detection research and
products and suggest proper autonomic responses to the anomalies that we can detect.

Section 1. Introduction.

Secure dectronic communication relies on the application of cryptography. Recently, there has
been an exploson in the growth of Public Key Infrastructure technology, where centraized or
partidly centralized services provide addresses and keys for participants desiring to establish
secure channels with one another. These trusted services are worthy targets for intruders since
successful intruson would have wide-ranging impact. If a centrd trusted service can be
compromised, it might be possble to use tha service as an Oracle, to compromise
communicetions between any two participants usng that service or to mesquerade as any
participant with virtualy no trace.

The security of the information provided by these services is dependent on security protocols.
Extensve work has been done to test [MCF87] and verify [KMM93] security protocols, and
sgnificant progress has been made in these areas. Nonetheless, no method provides complete, or
even measurable, confidence in security protocols. In fact, based on the nature of security
protocols and their environment, it may be impossble to accuratdy predict their performance
through forma analyss or automated testing. In [KSW98] the authors show how attacks can be
constructed through interaction of two sSmultaneoudy executing protocols, even though both
protocols are "secure” when run independently.

The work on verification of security protocols has been largely theoretica, snce cryptographic
gysdems ae few in comparison to the overall scope of the Internet.  Conversdy, Intruson
Detection Sysem (IDS) research has been highly successful in meeting practicd, low assurance
Security  requirements in an Internet environment.  IDS techniques focus on characterigtics of
"normd" network traffic, and "normal” user behavior as identified through network and host



activities. Hidorica data is tracked and modeled by datisticd measures providing a basdine to
compare new activities againgt. Two examples of the data considered by IDSs are:

1. The commands a user routingly issuesto a host and

2. The type of traffic generated by an application on the network (identified by the
Internet Protocol (1P) port).

More recently, efforts have been made to extend intruson detection techniques to a dightly
different environment. In [JOUQOQ], Jou, Gong, € a. show how network protocol traffic can be
andyzed to protect the network routing infrastructure.

In the same way, we believe that edtablished intruson detection techniques apply to active
andyds of the environment that surrounds trusted services in high assurance systems. In this
paper, we provide a framework of how IDS technology can be applied to the security protocol
environment, and extend this work by categorizing attacks in order to determine appropriate
responses to detected anomdies and intrusons.  While there has been intense research in security
protocol andyss and verification and equa emphasis on research in intruson detection, the two
fields have not been consdered together. We propose to combine these technologies to create a
tool that will auttomaticaly detect attacks on trusted security services through identification of
anomdlies in the security protocol traffic.  This tool will dso characterize the potentid intruson
attempt in order to suggest a proper action to take in response to the noted anomaly. It could be
employed as a stand-aone monitor-response tool, or integrated into a network defense tool set
such as P-Best [LP99].

The cumulative result is that this research will provide a mechanism for active defense and
reqponse to attack for security servicess  The mechanism will ensure rdiable, effective
performance of critical security services and will prevent sophisticated attackers from utilizing or
masquerading as these security services,

Section 2. Security Protocol Verification

Security protocols are intended to provide secure services. Most often, these services entall
edablishing a secure channd between two communicating principads.  Unfortunately, security
protocols are subject to flaws that are not easy to detect. If the protocols underlying the secure
channd are flawed, then the security objectives of the participants are undermined, possbly a
great financid, phydcd, or other risk to the paticipants. [NS78] firg highlighted vulnerabilities
of security protocols, and a mountain of research has been conducted amed a ensuring the
effectiveness of these security essentias.

Such atempts have generdly falen into one of five categories:
1. Tedting tools designed to reduce the search space of possible errors
2. Epigemiclogics
3. Algebraic-based forma methods designed to reduce the search space for bad states
4. Proof sysemsbased on a forma semantic
5. Mode Checking



Section 3. The Operating M odel
3.1. Definitions.

We condder the vulnerabilities to centrdized security services to occur primarily through
protocol sessons. Terminology applicable to secure channds is often confused with that
asociated with normd network treffic.  Here, we present a few definitions to digtinguish our
discussion of messages, sessons, etc.

"Principds’ are paticipants in a protocol sesson, diginguishable by a unique identifier.  Our
focus is on specid principds that we refer to as "security servers', "trusted servers’, and at times
"Key Didribution Centers’. The common characteristic of each of these three terms is that they
represent principals that provide a security service to other principas, and are, thus, integrd
components of the security infrastructure, with sgnificant impact on the security for those
principas that they serve.

The messages that we are interested in are only those used in a protocol session. Anonymous
messages, network overhead, and other traffic not associated with security protocols for trusted
services ae not messages in our sense. To disinguish the traffic of interest to us, we define a
"message’ asatuple of at least four ements.

1. Theidentifier of aprincipa representing the source (originator) of the message
2. Theidentifier of aprincipa representing the destination (recipient) of the message

3. The message payload, which may comprise one or more data eements to be
conveyed from the source to the destination.

4. A protocol identifier

A "protocol” is a fixed sequence of messages predefined to principds that either originate or
recaive the message(s). Each principa may recognize and utilize multiple protocols. A principa
"recognizes’ a protocol if the protocol is stored in the principd's private memory.  Principa
Alice utilizes protocol P if one protocol sesson exists or exised where Alice is ether an
originator or recipient of amessage with the protocol identification field of P.

A "protocol sesson' is an indantiation of a protocol. Thus it is a st of messages that
correspond to the form of a protocol, where the generic source and destination identifiers are
replaced with actud identifiers and an actud payload replaces the generic payload. Notice that
every message that meets our definition is a message of a protocol sesson. We recognize that
there will be many nonprotocol transmissons on any network, but for our purposes, we ignore
transmissions that are not messages by our definition.

3.2. Traces.

It is norma practice to specify protocols as an execution trace [YW93] of actions between
principals, with each principd "taking turns'. These protocols are listed as though the messages
ae executed sequentidly, on a sngle processor, when they are intended for concurrent
execution, in a digributed environment. In practice, any principd may be executing multiple
protocols concurrently. In this case, a "trace' is the set of al messages executed by a principd.
A trace may be thought of as an "interleaving" of protocol steps as described in [SYV4] and
[KG91], meaning the execution of the steps of two different protocol sessions are intermixed.
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It is important to diginguish between the symbolic execution of a protocol and an actud
execution.  For exiging methods of protocol verification, symbolic protocol execution is
examined. That is, protocols are encoded with generic vaues and readable, symbolic identifiers
to facilitate reasoning about the results of the protocols. It is this symbolic verson of the
protocol that is recognized (as defined above) by principas. Conversdy, when protocols are
executing, they contain actua data that are not routindy readable to a human. For example,
random numbers ae largdy unrecognizeble to the human eye.  Fortunately, protocols are
executed on computers that can recognize random numbers and other protocol components, and
can match the actud messages to their symbolic counterparts, even when executing multiple,
complex protocols in ahighly concurrent environment.

An actud protocol trace is the accumulation of actua messages sent and received by a principa
in the order that they were sent and received. For a protocol sesson running aone, the trace is
amply the liging of the messages in the protocol. If multiple protocols (or multiple instances of
the same protocol) are executing concurrently, the trace will be extensvely interleaved. This is a
common occurrence in networking; where any large host may be concurrently executing requests
from many different sessions for logon, file access, computations, etc. It is this type of trace that
present intruson detection technology targets.

3.3. The Marrin-the-Middle.

The Man in the Middle model has been around for a long time. In [DY83] and later [AT91], the
authors formaly define such an environment, where every message in the communication
system must pass through a powerful intruder. We target this modd and the extensons from
[YASO6], because it is a powerful modd, and it is easy to understand. Some of the
characterigics of thismodd are that:

- All messages to/from every principd (including the KDC) are toffrom a single party
(i.e. theintruder)

- Principas operae in their own "address space’. The only ways that persond memory
changes is by recdving new information through the network, or by peforming
computation on information that is dready stored. This persona memory represents
the locd state of the principdl.

- The only knowledge that a principad can acquire about other principds is through the
network.

3.4. Chdlengesof Man inthe Middle,

It is clear that assuming such a powerful adversary presents chdlenges to our ability to detect
and respond to intrusons. Among the consequences of our choosing the modd are the following
gpecifics.

a The Intruder knows much more than we do. Unless we make assumptions about the
underlying communications [eg. that we use a broadcat medium] or inject a distributed
information gathering mechanism such as roving agents, we cannot see al messages.  In fact, we
assume to see only a very limited subset of the communications that may be used to generate an
attack againgt us, to the extent that a KDC can rarely expect to see dl (or even most) messages
exchanged in a protocol. On the other hand, the intruder is assumed to see (and have immediate
access) to ALL messages on the network.
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b. We ae limited by redidic resource assumptions. In order to provide useful
information about intrusons, even more criticad for regponse, we must consder response time as
a limiting factor for our methods. Conversdy, because we assume the intruder is "very
powerful”, they may conduct resource intense activities, such as gahering information over a
long period of time and conducting fast searches over extensive databases in red time.

Section 4. Profiles.

Intruson has been a fertile research area since the mid-1980's and continues to be a topic of
intense research [DS99], [VK99], [LP99]. A principa technique used in intruson detection has
been profiling, detaled in Denning's seminad paper [DEN86]. We will show how monitoring
activity to detect and respond to attacks mirrors the environment that Denning addresses.

The problem is deeper than smply detecting dl attacks, snce we could meet this chadlenge by
amply sgnding "possble attack” for every protocol action taken. Of course this would provide
no useful functiondity, snce we could not teke effective action based on that feedback. With
that in mind, we recognize two measures of our effectiveness as fase negatives and fdse
positives.

1. Do we detect dl atacks (fase negative)? If not, what percent of attacks will we
detect? We cdl this metric. "percentage of atacks detected’. While we can
empiricdly andyze our sysem utilizing this metric, it is only useful in a laboratory
environment, since in an actud environment we cannot know how many atacks that
we do not detect.

2. Do we detect as attacks activities that are not attacks (false postives). If so, what
percent of activities will produce fdse dams? This metric is termed: "ratio of fdse
dams to activities'. This important metric can be andyzed in a laboratory and in
production use. We mugt have the goa of keeping this metric as low as possible to
ensure that appropriate actions are taken when attacks are detected.

Profiling essentidly means recording observed activity of a principd over time and producing a
data dructure that reflects "norma"” activity of that principd. This data Sructure is cdled a
profile.  The fidds in the profile contain deta that modes the activity in some predefined way.
We will sdect modds that alow us to accomplish the two gods that we just lad out, of
detecting a high percentage of attacks and of producing alow percentage of fase darms.

4.1. Behavior as an Attack Indicator.

Intruson detection is focused on the behavior of communicating principds. The assumption is
that, while it may be disguised, a principd's behavior will reflect ther intentions. There are two
fundamentd behaviors that are used to identify potentid intrusons:

! Throughout this paper, we use the terms "behavior" and "activity" almost interchangeably. Behavior is most often

used to reflect the observed activity, as well as some intention that preceded the action. Most often, behavior refers
to activities that are abnormal rather to that which isinherently dangerous.
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1. That which has been previoudy shown to result in compromise
2. That which sgnificantly deviates from the norm

4.1.1. Signatures.

In the firg category we include characteristics of known attacks on cryptographic protocols as
well as intuitively dangerous behavior. These atacks may be characterized by sequences of
activity traces, dmilar to methods for virus scanning and for network intruson detection
[CDEKS96]. The pattern of these sequences produces a "sgnature' for the known attack.
Traces tha match these dgnatures are dways suspect, and in some cases may be enough
evidence to affect a protective or damage control response in and of themsdves, with no
corroboration necessary. An example, given in the same reference is that any program that sets
UID during execution should be flagged as a high risk. Another example of an activity paitern
that is aways sugpect given by Denning [DENS6] is a high rate of password failures by any user.

Since the famous attack on the Needham and Schroeder protocol in [DS81], uncounted attacks
have been documented on contrived and production protocols. Syverson produced a taxonomy
of protocol attacks [SYV94] that may dlow abstract condruction of dgnatures for intruson
detection through protocols in much the way that Spafford's taxonomy [KS95] of network
intrusons provides a framework for identifying sgnatures for network attacksin IDIOT.

Examples of dangerous behavior in a security protocol environment include:
- Smultaneous triangular sessons (A->B, B->C & C->A).
- Sequentid triangular sessons (A->B, B->C & C->A)
- Request to encrypt with a public key followed by arequest to sgn with the same key.
- Simultaneous Group Protocols
- Falled protocol sessons
- Suspended or partialy completed protocol sessons
- Repstitive use of one cryptographic key
4.1.2. Profiling for Abnormal Behavior.

The second category of behavior that we are interested in is anomalous activities. If we assume
that intrusons are not routindy accomplished, then it is reasonable to infer that abnorma
behavior is more likely to be an intruson than is normd behavior. Denning dates it this way in
[DENS6]:

The modd [for the use of profiling] is based on the hypothess that exploitation of a
sysem's vulnerabilities involves d@mnormd use of the system; therefore, security
violations could be detected from abnormd patterns of system usage.

If we accept this premise, then we can reduce our problem of detecting intrusons to one of
detecting abnorma behavior. Firs, we must categorize behavior in order to be able to
diginguish that which is norma from abnorma. For a shared computer environment, Denning
categorizes behavior based on activities on objects, where the objects are resources ("...files,



programs, messages, records, terminds, printers, and use- or  program-created
structures."[DEN86]).

Our view of intrusons is based more exdusvely on activities, specificdly, activities carried out
through security protocols. We expect that, after sufficient data has been gathered to reduce the
impact skew and after usage has dabilized after initid sysem usage, norma behavior will be
recorded. Thus, we can characterize the behavior of each principa (Alice) based on measurable
criteriasuch as.

4121. Which protocols has Alice utilized by originating the fird message? A
legitimate principd (or an intruder that has compromised a legitimate principa) that
initiates a protocol that they do not normaly use may indicate an attempt to generate
data that may alow an attack.

4.122. Which protocols has Alice utilized as recipient of the fird message? A
legitimate principal (Alice) that receives an unusua request for service may indicate
that the originator is making an attempt to utilize Alice as an oracle.

4123. How frequently does Alice utilize each protocol as originator of the firg
message? An increase in frequency of use of a protocol could reflect an attempt to
generate avalue in adata field necessary to congtruct an attack.

4124. How frequently does Alice utilize each protocol as recipient of the fird
message? A legitimate principd (Alice) that recaives an unusua number of requests
for service may indicate that te originator is making an attempt to utilize Alice as an
orecle.

4.1.25. What other principas are norma recipients for each protocol that Alice utilizes
and where she originates the firda message? A sudden change in the targets of
requests for service by Alice may indicate that Alice has been compromised and is
now being used to gather information for an attack.

4126. What other principds are norma originators for each protocol that Alice
utilizes and where she is a recipient of the firs message. A sudden change in the
sources of requests for service from Alice may indicate tha another principa has
been compromised and is now being used to gather information for an attack.

4127. In what order does Alice utilize protocols where she is the fird message
originator? Multiple sudden changes in the order of requests for service from Alice
may indicate that Alice is making an attempt to gather information for an attack.

4128 In what order does Alice utilize protocols where she is the fird message
recipient? Multiple sudden changes in the order of requests for service to Alice may
indicate that another principa is making an atempt to gather information for an
attack.

4.1.29. How often does Alice exercise an encryption followed by signature? While
dgning an encrypted message is conddered a vulnerable activity, a principd may,
after careful congderation, conduct certain ordered activities without concern. A
change in this ordering pattern may indicate that an atack is ongoing.



4.2. Trace profiles.

In our earlier definition of traces, we referred to the tendency of protocol analyss to focus on the
symbolic execution. We again condder the symbolic execution of protocols, not as derived from
a preconceived or contrived execution for test purposes, but the symbolic representation of
messages executed in a production protocol environment.  Rather than condructing the
interleavings from the protocols, we recongtruct the symbolic trace from the execution trace of
the protocols as they occur in the system.

Symbolic trace information may be extracted from date data maintained by the host representing
each principd as the protocols ae executed, or a sophidticated lisener monitoring
communications on the network may infer it. Snce we are concerned with activities that
correspond to a trusted principd, we can assume that the necessary date information will be
available to trandate actual messagesinto symbolic form in red time?

Because we can recover the symbolic representation of protocols as they execute, we can
congtruct profiles of protocol usage base on their symbolic characteritics.  For example, we can
record the symbolic representation of every protocol that executes on the monitored computer
and record ddtidtica information about the sessons, and about each message. We can determine
which protocol that the monitored principd participates in.  We can determine who the
monitored principd communicates with and can gather datidics regarding the time and
sequencing of gpplication of these protocols. These datigtics can be trandated into the mode
information discussed in the next paragraph.

43. Satisticd Modes. The metrics described in paragraph 4.1 can be represented in Statistical
models that Denning describes [DENS86, ppl22-3]. For example, the metrics described in
paragraphs 4.23.4 and 5 can be andyzed using the operationa model, mean, and standard
deviation as given by Denning in par 521 and 2 and by the multivariste modd from Denning's
521.3. The Makov Process Modd as given in Denning's 5.2.4 can messure the metrics we
describe in paragraphs 4.23.1, 2, 5 and 6. The Time Series Modd Denning presents in
paragraph 5.2.5 are applicable to the events we describe in paragraphs 4.2.3.3, 4.2.3.4, 4.2.3.7,
4.2.3.8,and 4.2.3.9.

Such modding will serve to improve both the percentage of attacks detected and the ration of
darmsto activities, smilar to the results of intruson detection systems.

A sample profile for measuring Trent's activity may include a three dimensond array, where one
dimension represents each protocol that Trent recognizes, another represents each other principa
that Trent communicates with, and the third distinguishes whether Trent was the originator or
recipient of the first message.

2 As an additional note, we consider evaluation of actual protocol messages and the explicit program actions that

result to be an uncharted research arena, with roots in classic intrusion detection methodology. We leave that
discussion for another time.



Section 5. Categorization of attacks and potential responses.

51 Taxonomies of attacks. We now turn from our focus from detecting attacks on trusted
principas to categorizing attacks for the purpose of formulaing appropriate responses. We have
dready pointed out taxonomies for intrusons into computer systems [KS95] and for attacks
againg protocols [SYV94]. Thelatter isof particular to us.

Syverson partitions attacks againgt protocols into two mgor categories of externa and internd
attacks. These are further decomposed into categories and sub-categories. These categories and
responses follow:

- Interleaving attacks (including replays) requiring contemporaneous execution of more
than one protocol. An appropriate response to detection of contemporaneous
execution of two protocols that are vulnerable to such an attack would be to suspend
or cancel one session or the other.

- Replay attacks that need not require contemporaneous execution of more than one
protocol. The proper response in this case would be dependent on the dtate of the
principals involved when the attack is detected. If the attack is detected during
execution of the reference session, keys may be updated, certifications revoked, and
exiding sessons may be aborted. If the attack is detected during the attack session,
the attack session would be aborted.

- Message deflection attacks. If message deflection is detected, there are two responses
required. Firs, the principd that was the intended dedtination for the deflected
message must be notified and damage control actions taken. Second, the principa
that recaived the message should be notified and the protocol session, if it is ill
active, aborted.

- Message reflection attacks. The impact of message reflection is centrdized to one
principa that is the originator and recipient of the message.  Agan, the proper
response depends on the timing of the detection. If the attack sesson is Hill under
way, it should be aborted. If the attack sesson has ended, the victim should be
notified of the detalls of the attack and should initiate loca damage control activities.

5.2. Other categorizations of attacks.

The above taxonomy provides a comprenensve view of protocol vulnergbilities from the
perspective of interleavings of messages. We take another perspective of these vulnerabilities to
consider the intent of attackers and discuss responses related to these intentions. Once an attack
is detected, at least three goals must be considered when constructing a response:

1. Assessand correct the damage of the compromise.

2. Prevent further compromise.
3. Catch and prosecute the perpetrator.

In the following discusson, we consder Alice and Bob to be uncompromised principds, Trent is
aprincipd that provides trusted services, and Mallory is amalicious attacker.

- Compromise secrecy. This is the canonica attack. Alice and Trent need to share
information privatdy. Mallory wants to know the information and condructs an
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atack tha will divulge the message meaning to her.  Terminating the session,
changing sesson or key exchange keys, identifying and gathering appropriaie log
files may be appropriate responses.

Compromise integrity. Malory may attack the system in order to provide inaccurate
information to Alice or Trent. When such an attack is detected, data from the
attacked sesson should be validated as well as conducting audits from previous
sessions.

Compromise nonrepudiation. If Malory can 9gn messages as if she were Alice, then
she can incorrectly aitribute actions or information to Alice. Detection of such an
attack should result in correction of any Sgnatures generated during the attack
sesson and should initiste review of records of previous trangtions involving
ggnature by Alice. Depending on the nature of the attack, long term key change
may bein order.

Compromise availability. Malory may desre to prevent Alice from receiving one or
more messages while preventing Alice from recognizing that the message(s) have
been delayed or destroyed unddivered. The appropriate response to a denid of
sarvice atack is to restore the secure channd and notify other principas of the loss
of service S0 that any lost transmissions may be recreated.

Attempt to masquerade as Alice to Bob. If Mdlory can convince Bob that she is
Alice, she can compromise secrecy, integrity, and nonrepudiation between Alice and
Bob. Response to detection of such an attack is dependent on its success. If the
masquerade has been successful, affected participants should be notified and long-
term keys changed. At a higher levd, the nature of the attack should be evauated
and the security vulnerability removed.  Participants should be notified of the
vulnerability until it isresolved.

Attempt to masguerade as Alice to Trent. If Mdlory can convince Trent that she is
Alice, she can compromise secrecy, integrity, and nonrepudiation between Alice and
al other principas.

Attempt to masquerade as Trent. If Madlory can convince dl other principas that she
is Trent, then Madlory can compromise secrecy, integrity, and nonrepudiation
between al principas. Because of the widespread ramifications, these are the most
dangerous masquerade attacks. Response to an attempt to masguerade as a trusted
service mugt firgt focus on controlling the damage.

Attempt to use Alice as an oracle. If Mdlory can devise a generd method of utilizing
Alice as an oracle, then Mdlory can masquerade as Alice to any other principd,
compromising secrecy and nonrepudiation.

Attempt to use Trent as an oracle. If Mdlory can devise a generd method of utilizing
Trent as an oracle, then Malory can masquerade as Trent.
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Section 6. Conclusion.

We present a method to provide active defense for distributed security services. We have shown
how proven intruson detection technology combined with knowledge gained by formd andyss
of security protocols can be gpplied to this problem. Our method involves addressing behavior
relaive to protocol activation and use rather than consdering activities againgt objects, as is
conducted in classc intruson detection. We have categorized protocol-based attacks and have
proposed generad responses to ingtances of detected attacks based on our categories and on
exiging taxonomies.

Until recently, the requirement for trused services essentidly resded with the federd
government and a few large corporations, where key exchange was most often carried out by
courier, with the key materia stored on paper tape or diskette. Present technology demands
extenson of the protection provided by cryptogrephy. This necesstates extenson of key
digribution and, thus authentication services. These centrdized sarvices are dtractive targets
for sophigticated intruders.  The method we prescribe offers to protect this vitd link to our
security infrastructure.
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