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Abstract—Optical switches are widely considered as the most promising candidate to provide ultra-high speed interconnections. Due to the difficulty in implementing all-optical buffer, optical switches with electronic buffers have been proposed recently [1] [4] [5]. Among these switches, the Optical Cut-Through (OpCut) switch has the capability to achieve low latency and minimize optical-electronic-optical (O/E/O) conversions. In this paper, we consider packet scheduling in this switch with wavelength division multiplexing (WDM). Our goal is to maximize throughput and maintain packet order at the same time. While we prove that such an optimal scheduling problem is NP-hard and inapproximable in polynomial time within any constant factor by reducing it to the set packing problem, we present an approximation algorithm that maintains packet order and approximates the optimal scheduling within a factor of $\sqrt{2kN}$ with regard to the number of packets transmitted, where $N$ is the switch size and $k$ is the number of wavelengths multiplexed on each fiber. This result is in line with the best known approximation algorithm for set packing. Based on the approximation algorithm, we also give practical schedulers that can be implemented in fast optical switches. Simulation results show that the schedulers achieve close performance to the ideal WDM output-queued switch in terms of packet delay under various traffic models.
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I. INTRODUCTION

Optical switches are widely considered as the most promising candidate to provide ultra-high speed interconnections for future applications. While optics serve as the ideal media for interconnection, the development of optical switches currently faces several challenges, one of which is the lack of optical Random Access Memory (RAM). To address these challenges, hybrid optical/electronic switch architectures have been proposed, for example, the PERCS project [1] and the OSMOSIS project [2], [3], [4] at IBM, and the low-latency optical switch proposed in [5]. Among these architectures, the switch in [5], which we refer to as the OpCut (Optical Cut-through) switch, has the capacity to achieve low latency and minimize optical-electronic-optical (O/E/O) conversions, and will be the focus in this paper. The OpCut switch is equipped with recirculating electronic buffers. An optical packet that arrives at the switch input is sent to the output directly, i.e., “cut-through” the switch, whenever possible. Only the packets that cannot cut-through are converted into electronic format and sent to the electronic buffers. Such packets can be converted back to optics and sent to the output later through the optical transmitters. By allowing packets to cut-through, the OpCut switch is able to achieve low latency as well as minimizing the number of O/E/O conversions.

The packet scheduling problem in a single-wavelength OpCut switch has been studied in [6]. In this paper, we study the OpCut switch under Wavelength Division Multiplexing (WDM). With WDM, the bandwidth of an optical fiber consists of multiple wavelengths, each of which may carry independent data [7]. In the OpCut switch with WDM, both the input and the output fibers carry multiple wavelengths, such that the system capacity is greatly increased comparing to the single wavelength switches. On the other hand, the switch needs a more advanced scheduler to schedule packet transmissions, because multiple packets may arrive at an input port and multiple packets may leave an output port in a time slot. A simple random packet scheduling algorithm was assumed in [5] for the convenience of analytical study. However, a potential problem of the random scheduling algorithm is that random functions are difficult to implement at high speed. Besides, it cannot maintain packet order, which is generally desirable for switches [12] [13]. Thus, our focus in this paper is the packet scheduling in the OpCut switch under WDM. The goal is to schedule as many as possible packets for transmission, while maintaining packet order.

There has been much work on packet scheduling in electronic switches. Packet scheduling is usually formalized as a bipartite matching problem between the input ports and the output ports of the switch. Many algorithms have been proposed, such as Parallel Iterative Matching (PIM) [10] and iSLIP [11]. However, as the OpCut switch has no buffer at the input, these algorithms cannot be applied directly. For example, in input-queued switches, maintaining packet order is trivial, as packets belonging to the same flow are stored in one Virtual Output Queue (VOQ) and can be sent in the order of their arrival time. In the OpCut switch, packets from the same flow may be picked up by different receivers, thus maintaining packet order is more challenging.

The rest of the paper is organized as follows. Section II introduces the WDM OpCut switch, as well as notations and queuing management in this switch. Section III describes the goal of an optimal schedule and the basic scheduling procedure. Section IV focuses on the scheduling problem, including the problem formalization, NP-hardness and inapproximability proof, an approximate algorithm with performance ratio, and practical schedulers based on the approximation algorithm. Section V presents simulation results. Section VI concludes the paper.

II. SYSTEM MODEL

In this section we first describe the WDM OpCut switch architecture, then give the notations as well as discussions of the specific queuing management in the OpCut switch for maintaining packet order.

A. Switch Architecture

Like many other proposed switches in the literature [4], [2], the OpCut switch works in time slots. Packets are of fixed
length and fit in exactly one time slot, which is approximately 50 ns and similar to that in the OSMOSIS switch [4], [2]. No speedup is assumed in the switch, i.e., the components of the switch run at the external line rate.

One possible implementation of the WDM OpCut switch is shown in Fig. 1. The switch has $N$ input fibers and $N$ output fibers. There are $k$ wavelength channels multiplexed on each input or output fiber. The signal on each input fiber first goes through an amplifier, then is demultiplexed into $k$ signals, one on each wavelength. Up to one packet may arrive in optical format on an input wavelength channel in each time slot. A packet can be routed to an output fiber or to a receiver if the corresponding semiconductor optical amplifier (SOA) gate is closed. A newly arrived packet may be directly sent to its desired output fiber, or cut-through the switch. A packet that does not cut-through is picked up by one of the receivers, converted to electronic form and sent to the buffer connected to the receiver. The switch should have a sufficient number of receivers to avoid packet loss. Since up to $Nk$ packets may arrive in a single time slot, $Nk$ is the upper bound of the number of receivers. Each receiver buffer is connected to a transmitter. In each time slot, a transmitter can fetch up to one packet from the buffer it is connected to. The transmitter is a fast tunable laser, and may convert the packet back to optical forms on any of the $k$ wavelengths. Under the control of the SOA gates, the packet can be sent to the corresponding wavelength channel of its destined output fiber. Unlike in other optical switches with electronic buffers where every packet goes through the O/E/O conversions, in the OpCut switch, a large percentage of the packets cut-through the switch directly and do not experience the O/E/O delay, as will be seen in the simulation results.

At the switch output, a combiner multiplexes multiple signals into a composite signal. There is no buffer or packet queuing at the switch output. A packet arriving at an output fiber will be picked up by its destined device connected to the output fiber, or be routed to the next stage switch.

**B. Notations**

In a WDM OpCut switch, input fiber $i$ is denoted as $I_i$, and output fiber $j$ is denoted as $O_j$. Wavelength channel $\lambda$ of input fiber $i$ and output fiber $j$ are further denoted as $I_{i,\lambda}$ and $O_{j,\lambda}$, respectively. A flow is defined as the sequence of packets from the same input fiber to the same output fiber. The flow from $I_i$ to $O_j$ is denoted as $f_{ij}$. The flow is defined between an input fiber and an output fiber instead of between an input channel and an output channel, because a packet arriving on one wavelength may appear at the output fiber on another wavelength. There are $N^2$ flows in total. The time slot in which a packet arrives at the switch input is referred to as the *timestamp* of the packet. Since multiple packets of the same flow can arrive at a switch in the same time slot on different wavelengths, the timestamp alone does not completely define the order of packets. The wavelength on which a packet arrives is used to solve the ambiguity. Namely, between two packets of the same flow that arrive at the switch in the same time slot, the one on a smaller wavelength is considered ahead of the other on a larger wavelength. Correspondingly, as will be seen later, our algorithm maintains packet order by ensuring the following property: assume $p_1$ and $p_2$ are two packets in the same flow, and $p_1$ is ahead of $p_2$ as defined above, then $p_1$ leaves the switch either earlier than $p_2$, or in the same time slot as $p_2$ but on a smaller wavelength channel. As a result, the order of packets in a flow is preserved no matter how many intermediate switches the packets have to travel through.

Among all packets of a flow that have arrived at the switch but have not been scheduled for transmission to the switch output, the one with the oldest timestamp and arrived on the smallest wavelength is referred to as the *head-of-flow* packet. Note that the head-of-flow packet is not necessarily the oldest packet of the flow currently in the switch. A packet becomes the head-of-flow packet once all packets in front of it in the same flow have been scheduled for transmission (although they may not be physically transmitted yet).

**C. Packet Queue Management**

In an OpCut switch, an electronic buffer may contain packets from different flows. To manage the packets, one possible way is to use a 3-Dimensional Queue [13], under which a dedicated queue is maintained for each flow in each buffer. However, this approach requires $N^2$ queues for each buffer, and $N^3k$ queues for the switch, which is unlikely to be scalable. Instead, no queue is maintained in any receiver buffer of the OpCut switch, and any specific packet is located by its timestamp as discussed below.

Note that at any time slot, a receiver can pick up at most one packet. The receiver maintains an array of length $2^b$ to store the packets, where $b$ is an integer. A packet arriving at the buffer at time slot $t$ is stored in the $(t \mod 2^b)_b$ element of the array. Consequently, a packet in the buffer can be located in constant time given the lower $b$ bits of its timestamp and its arrival wavelength. Under this approach, the maximum size of the queue is bounded by $2^b$. A collision may occur only if a packet is routed to a receiver, yet another packet picked up by the same receiver $w2^b$ time slots earlier is still in the buffer, where $w$ is a positive integer. When $b$ is reasonably large, such a collision actually
indicates heavy congestion since the “older” packet has been buffered for $w 2^b$ time slots already. Hence when this occurs, it is fair to discard one of the packets.

For each output fiber, the scheduler of the OpCut switch keeps the information of the packets that are destined for that output fiber and are being buffered in a “virtual input queue” (VIQ) style. Basically, for output fiber $O_j$, the scheduler maintains $N$ virtual queues denoted as $F_{ij}$ for $1 \leq i \leq N$. For each packet belonging to flow $f_{ij}$ and currently being buffered, $F_{ij}$ maintains its timestamp as well as the index of the buffer the packet is in. These queues are referred to as index queues in the following. Note that an index queue does not hold the actual packets. Also, the wavelength on which a packet arrives is not included in the index queue, as it is only useful for determining the order of packets, which is reflected by the order the packets appear in the queue.

Fig. 2 provides an example to illustrate the relationship between the actual buffering status and the index queues. In this example, we assume that there are two buffers and two flows, and packet $p_{1i}$ arrived at the switch on wavelength $\lambda$ in time slot $i$. In addition, flow 1 and flow 2 are destined for the same output fiber, while flow 3 is destined for a different output. In the example, the index queue for flow 1 is $[1,1] \rightarrow [3,1] \rightarrow [3,2]$, indicating that the head-of-flow packet of flow 1 has timestamp 1 and is stored in buffer 1, the next packet of flow 1 has timestamp 3 and is in buffer 1, and the third has timestamp 3 and is in buffer 2. Note that in the figure there are two $p_{1i}$. They both arrived in time slot 1 on wavelength channel 1, but of different input fibers (hence belong to different flows).

In the following sections we will see how the scheduler of the OpCut switch makes the scheduling decision based on the information kept in the queues.

III. BASICS OF THE SCHEDULER

In this section we introduce the basic packet scheduling process in the WDM OpCut switch. The basic scheduling procedure for a WDM OpCut switch consists of three stages, namely, newly arrived packets cutting-through, receivers picking up packets, and transmitters sending buffered packets to the switch output. Ideally, we would like to send the maximum number of packets to the switch output in each time slot while maintaining packet order. In this paper, we define an optimal schedule to be a schedule that satisfies these two conditions simultaneously.

Maintaining packet order is non-trivial in the OpCut switch, since packets from the same flow may be picked up by different receivers. To deal with this problem, the scheduler adopts a simple strategy: allow a packet to be scheduled for transmission to the switch output only if it is a head-of-flow packet. That is, when all packets ahead of it in the same flow have been transmitted, or scheduled for transmission, to the switch output.

The first stage of the scheduling process is to find a matching between the input wavelength channels and the output wavelength channels for newly-arrived packet cut-through. As discussed above, a newly arrived packet of flow $f_{ij}$ is eligible to cut-through the switch only if it is the head-of-flow packet of $f_{ij}$. In this case, queue $F_{ij}$ must be empty, and there should be no packet of the same flow that arrives on a smaller wavelength channel in the current time slot and has not been scheduled for cut-through. The cut-through process is essentially a matching process between such newly arrived packets (or equivalently, the input wavelength channels these packets are on) and the output wavelength channels. To ensure the cost-effectiveness of the WDM OpCut switch, we assume no wavelength converters at the switch input. As a result, a newly arrived packet on an input wavelength channel can only be sent to the same wavelength channel of its destined output port.

After the cut-through process, packets that cannot cut through need to be picked up by the receivers. This is done by connecting the receivers to the input wavelength channels in a round-robin fashion. At time slot $t$, the packet from wavelength $\lambda$ of input fiber $i$ will be sent to receiver $r$ which is given by

$$r = \lfloor (i \cdot k + \lambda + t) \mod Nk \rfloor + 1$$

Note that instead of a fixed one-to-one connection, the inputs are connected to the receivers in a round-robin fashion such that better load balancing among the receivers can be achieved. As an example, according to our simulation, with non-uniform incoming traffic, if the connection between the inputs and the receivers is fixed, the average packet delay is typically more than 50% longer than that with round-robin connection.

The second stage of the scheduling process is to send packets from the electronic buffers to the output wavelength channels that do not receive a cut-through packet. Again, to maintain packet order, packets in a flow must be transmitted to the switch output in the same order as they arrived. Note that while in each time slot a transmitter can send out up to one packet, an output fiber can take up to $k$ packets, as it has $k$ wavelength channels. If multiple packets from the same flow are scheduled from different buffers to their destined output fiber in the same time slot, they are sent one by one, in the same order as they arrived, to the smallest wavelength that is still available. Finding good matchings while maintaining packet order is the main challenge of the scheduling problem, which will be discussed in detail next.

IV. PACKET SCHEDULING ALGORITHMS

As discussed in the previous section, the optimal schedule consists of two parts, namely, the matching between the input wavelength channels and the output wavelength channels for newly-arrived packet cut-through, and the matching between the transmitters and the output wavelength channels for the transmission of buffered packets. We denote the first matching as $M_a$ and the second matching as $M_b$.

In the following, we first show that finding $M_a$ and finding $M_b$ can be converted into the same problem, which we refer to as the Maximum-Coverage Prefixes problem. We then prove that this problem is NP-hard, and give an approximation algorithm with performance ratio. We also discuss the implementations of the approximation algorithm in the high-speed switch,
and other possible variations of the algorithm to reduce the complexity.

A. Problem Formalization

In this section we present the problem formalization of finding $M_c$ and $M_b$. We start with a discussion on finding $M_c$.

A.1 Finding $M_c$

To compute $M_c$, what we have are the packet arrivals on each input wavelength channel in the current time slot. Recall that there is no wavelength conversion available at the input of the OpCut switch, thus during the cut-through process a packet that arrives on wavelength channel $\lambda$ can only be sent to wavelength channel $\lambda$ of its destined output fiber.

For each flow of packets from an input fiber to an output fiber, we can define a sequence of wavelengths. The sequence contains in ascending order all the wavelengths on which there is a packet arrival that belongs to the corresponding flow in the current time slot. If there is no packet arrival for a flow, the corresponding sequence is empty. Moreover, each wavelength can appear no more than once in a sequence, since in each time slot there is at most one packet arrival on each wavelength channel.

In the simple example shown in Fig. 3, there are two input fibers and two output fibers, each containing three wavelength channels. We assume flow 1 contains packets from input fiber 1 to output fiber 1. There are two packet arrivals for flow 1 on wavelengths 1 and 3, respectively. Therefore the sequence for flow 1 is $\langle 1 \rightarrow 3 \rangle$. Similarly a sequence can be determined for each of other three flows.

It is not difficult to see that the packet cut-through for different output fibers is independent. Therefore in the following we focus on one output fiber and only consider packets destined for this specific output fiber.

To find $M_c$, we need to let the maximum number of packets that arrive in the current time slot cut through without violating the packet order. Recall that if two packets belong to the same flow and arrive in the same time slot, then the one arrives on the smaller wavelength channel is defined in front of the other in the flow. In other words, packets of the same flow must cut through in the same order as their arrival wavelengths appear in the sequence. If a packet cannot cut through, then all packets behind it should never cut through in the current time slot. For example, for flow 1 in Fig. 3, if the packet on wavelength 1 cannot cut through, then the packet on wavelength 3 should not cut through, even if wavelength 3 of output fiber 1 is available.

We define a prefix of a sequence as a (possibly null) segment of the sequence that starts from the head of the sequence. Consequently, letting the maximum number of packets cut through without violating the packet order is equivalent to selecting a prefix from each sequence, such that these prefixes contain the maximum number of elements (wavelengths). The restriction that each wavelength channel of an output fiber can take at most one packet in a time slot means that a wavelength can appear at most once in all these prefixes. To sum up, finding $M_c$ for a specific output fiber can be formalized into the following problem:

**Input:** A collection of sequences of elements. No element is repeated in a single sequence.

**Output:** A prefix from each sequence, such that the maximum number of elements is covered by all the prefixes, and no element appears in more than one prefix.

We name it the Maximum-Coverage Prefixes (MCP) problem. As will be shown by the NP-hard proof later, the fact that the elements in each sequence are sorted does not reduce the complexity of the problem, hence is omitted.

A.2 Finding $M_b$

In this subsection we present the formalization of the problem of finding $M_b$. To compute $M_b$, the information we have is an index queue for each flow that contains the timestamp and buffer index of each packet being buffered. The timestamp of a packet is required to locate the packet in a buffer. However, for the purpose of computing $M_b$, all we need to know is the order of the packets being buffered, and in which buffer each of these packets can be located. Since the order of packets is naturally reflected by the order of their appearance in the index queues, the timestamps of packets are not needed to compute $M_b$. As a result, we can remove the timestamps from an index queue and simplify it into a sequence of buffer indices. Fig. 4 continues the example in Fig. 2 and shows how the index queues are converted to sequences. For instance, the index queue for flow 1 is $[1,1] \rightarrow [3,1] \rightarrow [3,2]$, which stores both the timestamps and buffer indices of the packets of flow 1 that are currently being buffered. However, to compute $M_b$, it is sufficient to know that the head-of-flow packet of flow 1 is in buffer 1, the next packet of flow 1 is in buffer 1 as well, and the third is in buffer 2. That is exactly what the corresponding sequence $\langle 1 \rightarrow 1 \rightarrow 2 \rangle$ tells. In the following, we interchangeably use index queue and sequence when there is no ambiguity.

Our goal is to send as many packets as possible from the buffers to the switch output. Mapped to sequences, it is equivalent to select a portion from each sequence, such that the maximum number of buffer indices is covered by the overall selection. For example, in Fig. 4, if buffer indices 1 and 2 are selected from the sequence for flow 1 ($\langle (1 \rightarrow 1 \rightarrow 2) \rangle$) and flow 2.
2 (\(2 \rightarrow 1\)), respectively, it means that a packet of flow 1 currently in buffer 1, and a packet of flow 2 currently in buffer 2, can be transmitted to the respective output fibers. The requirement on packet order means that we can only select a prefix from each sequence. For instance, in the above example it is not legal to select buffer 1 from the sequence for flow 2 without selecting buffer 2 from the same sequence, since \(p_3\), the packet of flow 2 in buffer 1, cannot be scheduled before \(p_3\) in buffer 2, which also belongs to flow 2 and is older than \(p_3\). Besides, the fact that at most one packet can be retrieved from a buffer and transmitted in a time slot implies that no buffer index can appear more than once in the prefixes selected. It also indicates that, if a buffer index appears multiple times in a single sequence, it is safe to consider only the segment of the sequence before the second appearance of that buffer index. In terms of the example above, the first sequence, \((1 \rightarrow 1 \rightarrow 2)\) can be shortened to \((1)\), because at most one of \(p_1\) and \(p_3\) can be retrieved from buffer 1 in a single time slot. Therefore the maximum length of a sequence is \(Nk\), equal to the total number of buffers. Also, considering the number of available wavelength channels, if we group the sequences according to the destined output fiber of the corresponding index queues of flows, then it implies that the prefixes of all the sequences in group \(j\) should cover at most \(c_j\) buffer indices, where \(c_j\) is the number of available wavelength channels on output fiber \(j\).

To sum up, the original problem of finding matching \(M_b\) can be formalized into the following problem:

**Input:** \(N\) groups of sequences. Each sequence contains at most \(Nk\) elements and no duplicated element. There are also \(N\) integers \(c_1, c_2, \ldots, c_N\), all in the range of \([0, k]\), where \(N\) and \(k\) are arbitrary positive integers.

**Output:** A prefix from each sequence, such that the maximum number of elements is covered by all the prefixes, and no element appears in more than one prefix. In addition, the prefixes of all the sequences from group \(j\) should cover no more than \(c_j\) elements.

We call this converted problem the “Constrained Prefix Coverage” (CPC) problem. This problem is more difficult than finding \(M_b\), as the scheduling of packets from the buffers to different output fibers is dependent. In fact, it can be shown that the MCP problem is a simple special case of the CPC problem.

The special case of the CPC problem we consider is when \(c_1 = k, c_2 = c_3 = \cdots = c_N = 0\). In terms of the original scheduling problem, this is the case when, for example, the cut-through packets occupy all of the output wavelength channels except those on output fiber \(O_1\). In this case, only group 1 of the sequences, i.e., those for flows destined for output fiber 1, needs to be taken into consideration. As a result, the CPC problem is simplified into the MCP problem.

Next we will show that the MCP problem is not only NP-hard, but also inapproximable within any constant factor in polynomial time.

**B. NP-Hardness and Inapproximability Proof**

The following theorem states the NP-hardness of the MCP problem.

**Theorem 1:** The MCP problem is NP-hard.

**Proof:** We show that the MCP problem is NP-hard by reducing the set packing problem [8] to the MCP problem. An instance of the set packing problem can be expressed as follows. Given a finite set \(U\) and \(n\) subsets of \(U\), \(S = \{S_i | S_i \subseteq U, i = 1, 2, \ldots, n\}\), does there exist \(m\) pairwise disjoint (that is, containing no common elements) sets in \(S\)? The set packing problem is NP-hard when each subset of \(U\) in \(S\) contains as few as 3 elements. In this instance, without affecting the correctness of the proof we assume the maximum cardinality of \(S_i\) for \(i = 1, 2, \ldots, n\), denoted as \(L\), is no more than \(n\).

We start the proof by converting each set in \(S\) into a sequence in the MCP problem. Initially all sequences are empty. They are constructed in three steps:

- **Step 1 - Set padding:** We pad each of the sets in \(S\) such that all of them have cardinality equal to \(L\) after padding. The newly added elements are all unique and are not in any of the original sets.
- **Step 2 - Adding intersection indicators to sequences:** For each pair of sets in \(S\), if their intersection is non-empty, we add a new element to the heads of the corresponding pair of sequences. The newly added element serves as an indicator of intersection. Similar to Step 1, the elements added to different pairs of sequences are unique, and are not in any of the padded sets. Let \(x\) denote the total number of unique elements added to the sequences in this step. Since there are \(n(n-1)/2\) pairs of sets, \(x \leq n(n-1)/2\) must hold.
- **Step 3 - Appending expanded sets to sequences:** Now for each padded set, we do an \((x+1)\)-time-expansion. That is, we replace each element in the set with \(x+1\) new, unique elements. After that, all elements from each set are appended to the tail of the corresponding sequence.

The set-to-sequence conversion can be completed in polynomial time. Fig. 5 provides an example of this conversion process, where, for convenience, the numbers of elements in the sets are small, but the process can be applied to larger sets. Denote the sequence resulting from \(S_i\) as \(Q_i, i = 1, 2, \ldots, n\). It can be seen that \(Q_i\) consists of two parts. The first part contains the intersection indicators and the second part contains the elements from the set after padding and expanding. The minimum length of \(Q_i\) is \((x+1)L_i\), which occurs when \(S_i\) does not intersect with any other set in \(S\) and no intersection indicator has been added to \(Q_i\). It is also clear that \(Q_i\) and \(Q_j\) contain no common element if and only if \(S_i\) and \(S_j\) do not intersect.

Next we show that the original set packing problem has a solution if and only if the MCP problem, given the resulted sequences as input, has a solution that covers at least \((x+1)Lm\) elements.

First, assume that the set packing problem has a solution \(S^*\). That is, \(S^* \subseteq S\) contains \(m\) pairwise disjoint sets. Denote the collection of the sequences corresponding to the subsets in \(S^*\) as \(Q^*\). It must be true that the sequences in \(Q^*\) are pairwise disjoint. As a result, the sequences in \(Q^*\) cover at least \((x+1)Lm\) elements.

Next, denote a solution to the MCP problem as \(P = \{P^*_i | i = 1, 2, \ldots, n\}\), where \(P^*_i\) is a prefix of \(Q_i\). Note that \(P^*_i\) may be null for some \(i\). We claim that for all \(i\), either \(P^*_i = Q_i\), or \(P^*_i\) ends before the second part of \(Q_i\). To see this, suppose that there exists some \(j\) such that \(P^*_j\) ends in the middle of part 2
Within any constant factor in polynomial time unless P = NP.

1. Added elements.
2. Adding intersection indicators to sequences.
3. Step 2: Adding intersection indicators to sequences.
4. A new element added to both sequence 1 and sequence 2 as an indication of intersection of set 1 and set 2. Similarly, set 3 is added to sequence 1 and sequence 3.
5. Step 3: Appending expanded sets to sequences.

Since two intersection indicators were used in Step 2, each set is 3-time expanded then appended to the corresponding sequence.

of Q_j, right before element b. Let Q_j denote another sequence that also contains b. The fact that b is in part 2 of both sequences implies that the original sets S_j and S_j' intersect. Thus an intersection indicator, denoted as a', must have been added to both Q_j and Q_j'. Since P^*_t includes the entire part 1 of Q_j, it contains a'. As a result, P^*_t has to end somewhere in Q_j' before b. Otherwise it must contain a' and violate the “no repeat” condition, since a' is ahead of b in Q_j'. It follows that b is not included in any prefix in P. Hence, by extending P^*_t to include b, a better solution is obtained for the MCP problem. This contradicts the assumption that P is optimal, thus the claim justified.

Now assume that P covers (x + 1)Lm or more elements. Then in P there exist at least m prefixes each of which spans the whole corresponding sequence. The reason is that, as proved above, if a prefix P^*_t in P is not equal to Q_i, it must end before the second part of Q_i. In other words, it covers at most all the intersection indicators in Q_i. Overall, all such prefixes can cover at most x elements, the total number of intersection indicators. Hence if the number of prefixes in P that cover the whole sequence is less than m, at most x + (x + 1)L(m - 1) ≤ (x + 1)Lm - 1 elements can be covered. Therefore, given that P covers (x + 1)Lm or more elements, it must contain at least m full sequences. Besides, these m sequences must not contain any common elements, which implies that the corresponding m original sets in S form a solution to the set packing problem.

In conclusion, since set packing is NP-hard and is reducible to the MCP problem, the MCP problem is also NP-hard.

It can be further proved that MCP cannot be approximated in polynomial time within any constant factor. We prove it by showing that MCP is as difficult to approximate as maximum set packing, the optimization version of the set packing problem.

**Theorem 2:** The MCP problem cannot be approximated within any constant factor in polynomial time unless P = NP.

**Proof:** Let S = \{S_1, S_2, ..., S_n\} be an instance of the maximum set packing problem. That is, S is a collection of finite sets, and we wish to determine the maximum number of pairwise disjoint sets in S. Assume that there is a polynomial time approximation algorithm with a constant approximation ratio \(\rho\) for MCP. We convert each set in C into a sequence of the MCP problem as we have done in the proof of Theorem 1. However, instead of expanding the padded sets x + 1 times, they are expanded \(t \geq n(n - 1)/(\rho L)\) times. Then by applying this algorithm to the resulted sequences, we have

\[
APX_{MCP} \geq \rho \cdot OPT_{MCP}
\]

where \(APX_{MCP}\) is the number of elements covered by the approximation algorithm, and \(OPT_{MCP}\) is that of an optimal solution. Note that as previously discussed, a solution to the MCP problem, optimal or approximate, can be divided into two parts: the part that covers the intersection indicators, and the other part that covers the elements in the sets after padding and expanding. Suppose that the approximate solution covers \(N_1\) intersection indicators and \(N_2\) set elements. Immediately we have \(0 \leq N_1 \leq x\). Besides, if an optimal solution of the maximum set packing problem contains \(OPT_{SP}\) sets, then the corresponding \(OPT_{SP}\) sequences in MCP are pairwise disjoint. Hence an optimal solution of MCP will contain \(OPT_{SP}\) full sequences, each of length at least \(Lt\). That is,

\[
OPT_{MCP} \geq L \cdot t \cdot OPT_{SP}
\]

Therefore, from \(APX_{MCP} = N_1 + N_2 \geq \rho OPT_{MCP}\) it can be derived that

\[
N_2 \geq \rho OPT_{MCP} - N_1 \\
\geq \rho Lt \cdot OPT_{SP} - x \\
\geq \rho Lt \cdot OPT_{SP} - \frac{n(n - 1)}{2}
\]

\(L\) and \(n\) are known once the instance is given, and \(\rho\) is a constant. Then

\[
\frac{N_2}{Lt} \geq \rho \cdot OPT_{SP} - \frac{n(n - 1)}{2Lt} \\
\geq \rho \cdot OPT_{SP} - \frac{\rho}{2} \cdot OPT_{SP} \quad \text{ since we choose } t \geq n(n - 1)/(\rho L)
\]

\[
\geq \frac{\rho}{2} \cdot OPT_{SP}
\]

The last step holds since \(OPT_{SP} \geq 1\) is always true as long as \(S \neq \emptyset\).

The approximate solution contains a prefix of each sequence, some of which may be null. Let \(\tilde{n}\) denote the number of sequences whose prefix in the approximate solution contains at least one element of the second part of the sequence. Then \(\tilde{n} \geq N_2/(Lt)\) holds since each sequence has \(Lt\) part-2 elements, and \(N_2\) is the total number of part-2 elements covered by the approximation algorithm. In addition, any two among the \(\tilde{n}\) sequences do not contain any common element, since the whole part 1 of all these sequences is included in the solution. Therefore, the corresponding \(\tilde{n}\) sets in \(S\) are pairwise disjoint. If we select these \(\tilde{n}\) sets, we have found an approximate solution to the original maximum set packing problem such that

\[
APX_{SP} = \tilde{n} \geq \frac{N_2}{Lt} \geq \frac{\rho}{2} \cdot OPT_{SP}
\]

This contradicts the fact that maximum set packing has no constant factor polynomial time approximation algorithm [8]. Putting all of these together, MCP cannot be approximated within any constant factor in polynomial time.
That completes our proof of the NP-hardness and inapproximability of the MCP problem, which leads to the NP-hardness and inapproximability of the CPC problem and the original scheduling problem. In the following we will propose an approximation algorithm with approximation ratio $\sqrt{2Nk}$. We call this algorithm the Longest-Or-Heads (LOH) algorithm.

### C. The Longest-or-Heads (LOH) Approximation Algorithm

We first introduce the concept of effective length of a sequence. Recall that the maximum number of packets that can be transmitted from the buffers to output fiber $O_j$, or in terms of the CPC problem, the maximum number of elements that can be covered by the sequences in group $j$, is limited by $c_j$, the number of available wavelength channels on $O_j$. Hence here we define the effective length of a sequence in group $j$ to be the minimum of its actual length and $c_j$. For simplicity, in the following we abuse the phrase “longest sequence” a bit and use it to refer to the sequence with the maximum effective length. Also we say a packet is on a sequence if the information of the packet is being kept in the corresponding index queue.

The basic idea of the LOH Algorithm is simple and exactly as its name suggests: in each time slot, depending on which ends up with more packets scheduled, we either schedule all the packets on the longest sequence, or consider only packets at the head of the sequences and schedule as many of them as possible.

Next we derive the approximation ratio of the LOH algorithm. Denote the length of the longest sequence as $n_l$. Denote the size of a maximal matching between the transmitters and the output wavelengths as $n_h$, when only head-of-sequence packets are considered. Note that we consider a maximal matching, not a maximum matching here, because a maximal matching is much easier to find in practice than a maximum matching. Also, using a maximal matching changes the performance ratio by a constant factor compared to using a maximum matching. Let $C^*$ denote an optimal solution and let $|C^*|$ denote the number of packets scheduled according to $C^*$. As $n_h$ is the size of a maximal matching, the size of a maximum matching with the same input can be at most $2n_h$ [15]. Since an arbitrary solution can contain packets from at most $2n_h$ sequences when only the heads of sequences are considered, it can contain packets from at most $2n_h$ sequences when the full sequences are considered. Moreover, the number of packets on a single sequence contained in any solution, including $C^*$, is no more than $n_l$, which is the maximum length of all sequences. Thus

$$|C^*| \leq n_l \cdot 2n_h \leq 2C^*_L$$

where $C_L = \max\{n_l, n_h\}$ is the number of packets scheduled by the LOH algorithm. Consequently

$$\sqrt{\frac{|C^*|}{2}} \leq C_L \leq |C^*|$$

Back to our original packet scheduling problem, $|C^*|$ can be at most $Nk$, the total number of output wavelength channels. Thus

$$\max \left\{ \frac{C_L}{|C^*|} \right\} \leq \sqrt{2Nk}$$

which is the approximation ratio of the LOH algorithm. It may be of some interest to note that the result is consistent with the fact that the best known algorithm approximates the maximum set packing problem within a factor of $O(\sqrt{|U|})$, where $U$ is the underlying base set [8].

Now consider the optimal scheduling problem as a whole. We will adopt a scheduler that first lets as many as possible newly arrived packets cut-through, i.e., finds $M_c$. Then the scheduler runs the LOH algorithm with the output wavelength channels that are still available to approximate $M_b$. The number of packets scheduled overall is at least

$$\frac{|M_c|}{\sqrt{2Nk}} + \frac{|M_b|}{\sqrt{2Nk}} \geq \frac{|M_c \cup M_b|}{\sqrt{2Nk}}$$

By definition $M_c \cup M_b$ is an optimal schedule. Thus we have

**Theorem 3:** The LOH algorithm approximates the optimal scheduling problem within a factor of $\sqrt{2Nk}$.

### D. Implementation of the LOH Algorithm

The LOH algorithm is implementable in hardware. The overall longest sequence can be determined by a linear scan over all sequences. However, to make it more practical we will parallelize the process in a way similar to the Prioritized iSLIP [11]. An arbiter is assigned to each output fiber, as well as to each buffer. An output first determines the longest sequence within its group. Then it sends a request to a buffer if the buffer appears in the sequence. The priority level of a request is the length of the corresponding sequence. If a buffer receives any requests, it selects the one with the highest priority to grant. If there are multiple requests with the same priority level, an even break is needed. This is handled by maintaining a pointer to a round-robin schedule at each buffer. These pointers are synchronized initially and shift one position in each time slot, such that they always point to the same location of the round-robin schedule. By doing so, it is ensured that in case there are two sequences of the same length, all buffers that receive requests from both sequences will select the same sequence to grant. Therefore, at least for one of the longest sequences, all of its requests will be granted. Note that a sequence cannot be the (elected) global longest sequence if it misses a single grant. Thus if all requests from a sequence are granted, the sequence accepts all of the grants. Otherwise it accepts no grant. Strictly speaking, packets on a sequence can be sent as long as a prefix of a sequence is granted. However, to keep the scheduler simple we do not distinguish between whether it is a prefix of a sequence that has been granted or not. When the iteration ends, the number of accepted grants is recorded as $n_l$.

Next, the scheduler tries the second option to schedule the packets at the head of sequences only by finding a maximal matching through the iSLIP algorithm.

- **Step 1 - Request.** Each output fiber, if still having available wavelength channels, sends a request to every buffer that appears at the head of some sequence in the group of sequences destined for this output.
- **Step 2 - Grant.** Besides the longest sequence pointer, buffer $i$ maintains a second round robin pointer $p_i$. When it receives any requests, buffer $i$ selects the one that appears next in the round robin schedule from the position pointed to by $p_i$. $p_i$ is updated to one position beyond the granted output if and only if the grant is accepted in Step 3.
- **Step 3 - Accept.** If an output fiber with $c$ available wavelength channels receives $c'$ grants, it chooses $\min\{c, c'\}$ to
Steps 1 and 3 differ from the original sSLIP algorithm in that each output fiber can take multiple grants in a single iteration. On average, within $\log(Nk)$ iterations, the result converges to a maximal matching, and $n_h$ is the total number of accepted grants.

When both $n_t$ and $n_h$ are obtained, the scheduler simply chooses the better one as the final schedule to execute.

E. Variations of LOH

In this subsection we discuss some possible variations of the LOH algorithm. The first possible improvement is to take more packets into consideration, instead of only the packets that were at the head of the sequences when the scheduling process began. Note that it is safe to schedule a packet if all the packets ahead of it in the same sequence have been scheduled and it becomes the head-of-flow packet.

To incorporate this idea into the original LOH algorithm, the first and the third step of each iteration of the LOH algorithm are modified as follows.

- **Step 1 - Request.** Each output fiber, if still having available wavelength channels, sends a request to every buffer that has a head-of-flow packet destined for this output fiber.
- **Step 3 - Accept.** Whenever a grant is accepted, the head of the corresponding sequence is removed, and the next packet in the sequence becomes the new head-of-flow packet.

This modified version is referred to as Variation 1 of LOH later in the simulation section. Second, note that making the longest sequence as an option for scheduling has its importance, especially theoretically, since it is necessary in terms of achieving the approximate ratio. Nevertheless, it has potential drawbacks because it increases the complexity of the scheduler. Therefore, another possible variation is to eliminate the “longest sequence” option, which leads to a simpler scheduler. It is referred to as Variation 2 of LOH in the following. The performance of these variations is compared with that of the original LOH algorithm through simulations.

V. PERFORMANCE EVALUATION

In this section we present the simulation results. We conducted simulations under two traffic models that are widely used in the performance evaluation of high-speed switches, for example, in [2], [14]. The first model is Bernoulli uniform traffic, which assumes the packet arrival at each input wavelength channel is a Bernoulli process and the destinations of packets are uniformly distributed over all output fibers. The second model is burst non-uniform traffic. Under this model, the status of an input alternates between “on” and “off.” The length of a state follows a geometric distribution. A packet arrives at an input wavelength channel at the beginning of a time slot if and only if the input wavelength channel is “on.” The packets arrived during an on state have the same destination and form a burst. In addition, output fiber $O_i$ is assumed to be the “hotspot” for input fiber $I_i$. A certain portion, denoted as $p_h$, out of the entire traffic from an input fiber is dedicated to the corresponding hotspot output fiber. The remaining traffic is uniformly distributed to all other output fibers. In our simulations, $p_h$ is set to 50%, the value that results in the worst performance according to [14].

The WDM OpCut switch is simulated with $N = 64$ and $k = 8$. The LOH algorithm, as well as its variations as discussed in Section IV-E, is implemented with 8-iteration sSLIP. Each simulation was run for $10^6$ time slots. The main performance criteria considered include the packet cut-through ratio and the average packet delay.

A. Cut-Through Ratio

The packet cut-through ratio is an important criterion of the WDM OpCut switch. The higher the ratio, the more packets are sent directly to the switch output and avoid the O/E/O conversion. Fig. 6 plots the cut-through ratio under different schedulers and traffic models. It can be seen that under Bernoulli uniform traffic, the three schedulers lead to almost identical cut-through ratio. The ratio is as high as 0.9 when the load is around 0.2, and remains above 0.6 when the load is increased to 1 for LOH and LOHV1. Under burst non-uniform traffic, the cut-through ratio drops faster with the increase in load. Nevertheless, still more than 30% of the packets can cut-through even when the switch is fully loaded. Besides, LOHV1 results in higher cut-through ratio than other two schedulers under burst non-uniform traffic, which shows the effect of taking more packets into consideration besides the sequence heads when scheduling.

We notice that under Bernoulli uniform traffic, there is a sharp drop in the cut-through ratio for LOHV2, which occurs around 0.95 load. As will be confirmed shortly by the average packet delay, these are the points at which the OpCut switch is saturated when LOHV2 is used as the scheduler.

B. Average Packet Delay

The average packet delay in a WDM OpCut switch is simulated and compared with the single-wavelength case and the ideal WDM output-queued (OQ) switch. Single wavelength speedup memory are assumed, such that a newly arrived packet can be wavelength-converted and directly sent to an arbitrary wavelength channel of its destined output fiber, and the buffer on each output wavelength channel can receive as many as N packets in a single time slot. Note that the ideal WDM OQ switch architecture is impractical; we take it into consideration merely because its average packet delay serves as the lower bound for other switches and schedulers.

It can be seen from Fig. 7 that the packet delay in the WDM OpCut switch is significantly shorter than that of the single wavelength case. In other words, WDM not only multiplies the bandwidth but is also able to reduce packet delay. This is due to the fact that a packet sent to the electronic buffer in a WDM OpCut switch can choose from multiple candidate output wavelength channels. Similar to the cut-through ratio, under Bernoulli uniform traffic the three schedulers for the WDM
OpCut switch achieve almost the same average packet delay when the load is below 0.95, which is also very close to that of the ideal WDM OQ switch. Under burst non-uniform traffic, LOHV1 outperforms the other two schedulers. This shows that considering only the sequence heads for scheduling is sufficient under Bernoulli uniform traffic, but leaves room for improvement under burst non-uniform traffic. There is no significant difference between the performance of LOH and LOHV2 when the load is below 0.95. On the other hand, the performance of LOH and LOHV2 is indistinguishable in all scenarios, which implies that in practice the scheduler can be effectively simplified without affecting the system performance by not looking for the longest sequence.

VI. CONCLUSIONS

In this paper, we have studied packet scheduling in the low-latency OpCut switch with Wavelength Division Multiplexing. Our goal of optimal scheduling is to maximize the throughput in each time slot while maintaining packet order. We formalized this problem as the Maximum-Coverage Prefixes (MCP) problem and proved its NP-hardness and inapproximability. We designed an approximation algorithm for the MCP problem which approximates the optimal scheduling algorithm with a factor of $\sqrt{2N/k}$ with regard to the number of packets transmitted. Based on the approximation algorithm, we proposed practical schedulers and discussed hardware implementations. Simulation results show that these schedulers achieve very good performance under various traffic models.
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