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• Dijkstra’s algorithm
• How to code it in Java
• An application to a problem on the FSU ACM spring 2009 programming contest
Point-to-point Shortest Path Problem

Diagram showing a network with labeled edges and nodes.
Point-to-point Shortest Path Problem
Dijkstra's Idea

1. Shortest distance from s to all nodes initially "unsettled".
2. Shortest distance to s is zero. Tentative distance to others is $\infty$.
3. Put all nodes in queue ordered by tentative distance from s.
4. Take out nearest unsettled node, x. Settle its distance from s.
5. For each unsettled immediate neighbor y of x
6. If going from s to y through x is shorter than shortest path through settled nodes, update tentative distance to y.
7. Repeat from step 4, until distance to destination is settled.
∀x ∈ V: d(x) = ∞; settled = Ø;
Q = V; d(start) = 0;
while (Q ≠ Ø) {
    choose x ∈ Q to minimize d(x);
    Q = Q - {x};
    if (x==dest) break;
    settled = settled ∪ {x}; // d[x] is shortest distance to x
    for each unsettled neighbor y of x {
        if (d(y)>d(x) + len(x,y)) {
            d(y) = d(x) + len(x,y);
            back(y) = x;
        }}}}
To extract path

1. trace back-links from destination to source, reversing them as we go
2. traverse reversed links from source to destination, to obtain a shortest path
To get minimal spanning tree

- Run until all nodes are settled
- Reverse all links
Example Application

• Problem from spring 2009 FSU local ACM programming contest
• Imaginary “city” is grid of squares
• Special rules about direction of travel between squares
• Find shortest path between two specified points
Movement Rules

Example for n=4:

\[
\begin{array}{cccc}
0 & 1 & 2 & 3 \\
4 & 5 & 6 & 7 \\
8 & 9 & 10 & 11 \\
12 & 13 & 14 & 15 \\
\end{array}
\]

From block x:
- \( x \mod n = 0 \rightarrow \text{may move N or S} \)
- \( x \mod n = 1 \rightarrow \text{may move NE or SW} \)
- \( x \mod n = 2 \rightarrow \text{may move E or W} \)
- \( x \mod n = 3 \rightarrow \text{may move NW or SE} \)
Movement rules

- \( x \mod n = 0 \) → may move N or S
- \( x \mod n = 1 \) → may move NE or SW
- \( x \mod n = 2 \) → may move E or W
- \( x \mod n = 3 \) → may move NW or SE
```
For example, suppose n=4. If you are currently in block 8, you may move to block 4 and 12.
If you are in block 5, you may move to block 2 and 8.
If you are in block 10, you may move to block 7 and 13.
If you are in block 11, you may move to block 6.
Note that you may move to only one neighboring block if the other block does not exist.
```

This example is inconsistent with the rule.

Assume the error is in the example?

Ask the judge.
Designing a Java implementation

• How to represent nodes?  
  class? – too cumbersome for time limit
  so, use integers 0 .. V-1, for V = n * n

• How to represent edges?
• How to represent distance?
• How to implement Q?
Edge representation

- Adjacency list is most efficient
- Avoids looking at non-edges
- Reduces from $O(V^2 \log V)$ to $O(E \log V)$
  - How to implement an adjacency list?
Simple special case

- **In this case, number of edges per node seems limited to 2**
  
  ```java
  int neighbor[][] = new int[V][2];
  neighbor[x][0] = first neighbor
  neighbor[x][1] = second neighbor
  ```

- **What if less than two edges?**
  
  ```java
  neighbor[x][i] = -1
  ```
  - but now we need to check for this case
for (int x = 0; x < V; x++) {
    switch (x % n) {
    case 0:
        if (x-n >= 0) neighbor[x][0] = x-n; // N
        if (x+n < V) neighbor[x][1] = x+n; // S
        break;
    case 1:
        if ((x-n >= 0) && (x % n < n-1))
            neighbor[x][0] = x-n+1; // NE
        if ((x+n < N) && (x % n > 0))
            neighbor[x][1] = x+n-1; // SW
        ...
    }
    ...etc.
}
Alternatives

• array of arrays
  - saves -1 check, but need code to create sub-array of correct length
• implicit representation, using a function (or iterator)
  - e.g. int neighbor(x,i){ ...}
  - maybe a good idea, but estimate of coding time seems greater
How to represent settled?

boolean settled[] = new boolean[V];
for (i = 0; i < V; i++) settled[i] = false;
How to represent distances?

- int d[] = int[V];
- How to represent $\infty$?
  
  ```java
  for (i=0; i < V; i++)
    d[i] = Integer.MAX_VALUE
  ```
  - watch out for overflow later!
How to represent Q?

A. Roll your own priority queue?
B. Use Java utility library?
   - takes less time to code
   - no debugging time
   - if you know how to use it!

http://java.sun.com/javase/6/docs/api/java/util/PriorityQueue.html
Comparator<Integer> shortestDistance =
    new Comparator<Integer>() {
        public int compare(Integer L, Integer R) {
            if (d[L] > d[R]) return 1;
            if (d[L] < d[R]) return -1;
            if (L > R) return 1;
            if (L < R) return -1;
            return 0;
        }
    };

PriorityQueue<Integer> q =
    new PriorityQueue<Integer>(N,
        shortestDistance);
A literal coding of abstract algorithm

// ∀x ∈ V: d(x) = ∞; settled = Ø;
for (i = 0; i < V; i++) {
    d[i] = Integer.MAX_VALUE;
    settled[i] = false;
}

// Q = V; d(start) = 0;
for (i = 0; i < V; i++) q.add(i);
d[start] = 0;
```java
// while (Q ≠ Ø) {
while (! q.isEmpty) {
    // choose x ∈ Q to minimize d(x);
    Q = Q - {x};
    x = q.poll();
    if (x==dest) break;
    // settled = settled U {x};
    settled[x] = true;
    // for each unsettled neighbor y of x {
    for (int i = 0; i < 2; i++) {
        y = neighbor[x][i];
        if ((i != -1) && ! settled[y]) {
            // if (d(y)>d(x) + len(x,y)) {
            if (d[y]>d[x] + 1){
                // d(y) = d(x)+ len(x,y);
                d[y] = d[x]+1;
                // back(y) = x;
                back[y] = x;
            }
        }
    }
}
What’s wrong with this?
```
Q details

• Need to re-insert nodes in priority queue when priorities change
• Does re-insertion require deletion first?
  - Java documentation does not seem very clear on this, but
  - an experiment shows that repeated insertion will create duplicates.
while (! q.isEmpty) {
    x = q.poll();
    if (x==dest) break;
    settled[x] = true;
    for (int i = 0; i < 2; i++) {
        y = neighbor[x][i];
        if ((i != -1) && ! settled[y]) {
            if (d[y]>d[x] + 1){
                d[y] = d[x]+1;
                back[y] = x;
                q.remove(y);
                q.add(y);
            }
        }
    }
} Remove and re-insert nodes with changed distance.
Simplify initialization, avoid visiting disconnected nodes.

```java
for (i = 0; i < V; i++) {
    d[i] = Integer.MAX_VALUE;
    settled[i] = false;
}
// for (i = 0; i < V; i++) q.add(i);
q.add(start);
q.add(start); = 0;
```
We run program. It fails.

• Fails to find any path on given sample input:

  16 99 5

• Look at sample output:

  99 116 100 84 68 52 36 20 5
Study example in detail

Modulus seems to be 4 rather than N.

20 mod 4 = 0 so can only move to N or S, so intent seems to be that edges are bidirectional.
**Movement rules**

- $x \mod n = 0 \rightarrow$ may move N or S or NW or NE
- $x \mod n = 1 \rightarrow$ may move NE or SW or E
- $x \mod n = 2 \rightarrow$ may move E or W or SW or SE
- $x \mod n = 3 \rightarrow$ may move NW or SE or W
for (int x = 0; x < V; x++) {
    switch (x % 4) {
    case 0:
        if (x-n >= 0) neighbor[x][0] = x-n; // N
        if (x+n < V) neighbor[x][1] = x+n;   // S
        if ((x-n >= 0) && (x % n > 0))
            neighbor[x][2] = x-n+1; // NW
        if ((x-n >= 0) && (x % n < n-1))
            neighbor[x][3] = x+n-1; // NE
        ...
    ...
    }}
Run program again

- Works OK on sample data.
- We submit it to judge.
- It is reported as failure.
- After contest, we get judge’s data, and retest.
- One of judge’s thee data sets seems broken.
  *(In contest, you could never have found this out.)*
input: 12 33 120
our output: 33 44 31 30 41 52 39 38 49 60 72 84 96 108 120
judges output: 33 34 47 60 72 84 96 108 120
What have we learned?

• Dijkstra’s algorithm
• Use of java.util.PriorityQueue
• Subtlety of insert+delete
• Judges sometimes make mistakes; it can be our bad luck if we spend too much time on one problem.
(I could not have gone through all this analysis during a contest time frame.)
Full program:

www.cs.fsu.edu/~baker/pc/city/City.java