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Abstract—In this paper, we study the One-Sender-Multiple- throughput. Code Division Multiplexing Access (CDMA) also
Receiver (OSMR) transmission technique, which allows one allows multiple nodes to communicate simultaneously on the
sender to send to multiple receivers simultaneously by uiiting same frequency. Basically, OSMR takes advantage of meiltipl
multiple antennas at the sender. To study the physical layer . o . e .
characteristics of OSMR, we implement a prototype OSMR antennas and is more eff|C|e_nt in utilizing the bandywdth
transmitter/receiver with GNU Software Defined Radio, and than CDMA. A CDMA transmitter has to spread the signal
conduct experiments in a university building. Our results ae  bandwidth to a much larger bandwidth [2], which is not
positive and show that wireless channels allow OSMR for a required with OSMR.
significant percentage of the time. Motivated by our physicR  The numper of simultaneous receiving nodes with OSMR is
layer study, we propose extensions to the 802.11 MAC prototo . . .
to support OSMR transmission, which is backward compatible limited by the number of antennas at the sender. In this pqper
with existing 802.11 devices. We also note that the AP needsW€ focus on the case when OSMR involves two receiving
a packet scheduling algorithm to efficiently exploit OSMR. nodes, which is of practical interests in wireless LANs hesea
We show that the scheduling problem without considering the the AP usually has a limited number of antennas due to cost
packet transmission overhead can be formalized as a Linear considerations. To study the physical layer charactesisind
Programming problem, but the scheduling problem consideng - S . .
the overhead is NP-hard. We then propose a practical schedei the practicability of OSMR fpr erele§s LANS’ we implement
based on atwo-phase algorithm that can also handle channel @ prototype OSMR transmitter/receiver with GNU Software
fluctuations. We test the proposed protocol and algorithm wth  Defined Radio (SDR) [14], [15] that allows one sender to send
simulations driven by traffic traces collected from wireles LANs o two receivers simultaneously. OSMR transmission depend
and channel state traces collected from our experiments, &h 4, the channel states of the receivers, because it reqiees t
the results show that OSMR significantly improves the downlik . .

sender to process the signals according to the channes.state
performance. - . ) o
The most critical questions related to the practicabilify o
Index Terms—One-Sender-Multiple-Receiver, Packet Schedul- OSMR include: 1) how likely are two receivecompatible
ing, Wireless LAN. where compatible means that the channel states of two re-
ceivers allow them to receive from the sender simultangousl
|. INTRODUCTION at non-trivial data rates, and 2) whether the channel fluicina
Wireless Local Area Networks (LAN) offer convenientSpeed is slow enough, such that the measured channel states

access to the Internet. In this paper, we study the One-Senégmam valid until the sender finishes sending. Fortunacely

Multiple-Receiver (OSMR) technique and its applications texperlments reveal that two receivers are usually comlgatib

wireless LANs. OSMR allows one sender to send distinf:?r a significant percentage of the time. Also, in the indoor

. . . . . énvironment, the channel is typically stable during the GGM
information to multiple receivers simultaneously on thensa

frequency channel by utilizing multiple antennas at thedsen transmission.

[2]. In wireless LANS, the Access Point (AP) may use OSMR Motivated by our physical layer study, we propose OSMR
o éupport multiple n'odes more efficiently as an enhancement technique to wireless LANs. We propose
OSMR s basically Multi-User Multiplé-lnput-MuItipIe- a simple extension to the 802.11 MAC protocol to support

. OSMR transmissions. The extension is backward compatible
Output (MU-MIMO) on the downlink [2], [3], [4]. As MU- '

. . . h i.e., it allows the OSMR-capable nodes to coexist with lggac
MIMO also includes the uplink case, in this paper, we use ﬂé%z.ll nodes without inte?fering with each other. Wegglso

term OSMR for clarity. OSMR s different from the Slngle'note that to fully exploit OSMR, the AP needs an algorithm

€ . . . o
the single-user MIMO still supports only one-to-one tran ?9 determine which packet(s) to send in order to optimize

missions. while OSMR SUDDOIS one-to-many transmissio he performance, e.g., maximizing the throughput under the
o pports . y o "Biress and quality of service constraints mandated by the
Allowing one-to-many transmissions will help achieving an

overall higher efficiency. For example, suppose nodesnd upper layer. We show that the scheduling problem without

. considering the packet transmission overhead can be foermal
B both have very strong channels and are already operating_at g P

the highest data rate supported by the hardware. With OS I7:{ed as a L"Tear. Programming p'f"b'em' but the scheduling
g . roblem considering the overhead is NP-hard. We then pmpos
the AP may be able to transmit to them smultaneousl%(

. . . - &' practical scheduler based ontwo-phasealgorithm that
still at the highest data rate, hence doubling the downlin P sO-p g
can also handle channel fluctuations. We test the proposed
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collected from our experiments, and the results show thatchannel estimation framewhich consists of a sequence

OSMR significantly improves the downlink performance. of special symbols, with which the receivers estimate their
The rest of the paper is organized as follows. Section ¢hannels and then send tbieannel estimation reportsack to

describes our implementation of OSMR and the experimentise sender. With the channel information, the sender cattsel

Section Ill discusses the extension to the 802.11 MAC pra-processing matrix and send data. The details about the two

tocol. Section IV discusses the packet scheduler. Sectioncemponents are described in the Appendix.

evaluates the proposed protocol and the packet scheduling

algorithm with simulations.Section VI discusses the cas&s osMR Experiments

when the number of receivers is more than t@ection VII . . .
discusses the related works. Section VIl concludes thepap W& €mploy our prototype OSMR transmitter/receiver to find
the feasibility of OSMR. The first key question is: How likely

Il. OSMR IMPLEMENTATION AND EXPERIMENTS are two receivers compatible? Because the wireless channel
) ) ) ) ] constantly fluctuates, two receivers may be compatibleragso
In this sectlpn, we describe our implementation of OSMR a5 while not compatible at other times. For OSMR to
and the experiments. be applicable to wireless LANs, the percentage of the time
when the receivers are compatible must be non-trivial. In
A. OSMR Background and Implementation our experiments, the OSMR transmission is centered at 2.42
OSMR can be realized by aero-forcingstrategy [2]’ as GHz, which lies within the ISM band used by the 8021lg
exp|ained in the fo”owing_ We assume the channel is ﬂarﬂ.etWOI’kS. The modulation is Differential Binary Phase &hif
fading. If the sender sends a data symibothe receiver will Keying (DBPSK) and the symbol rate is 500,000 symbols per
receivey = hd+n, whereh is the complex channel coefficientsecond, resulting in a bit rate of 0.5 Mbps. We refer to the
andn is the noise. If there are two receivers and the send@SMR sender as’ and the two OSMR receivers dsl and
has two antennas, the sender can send two different symb@is respectively. In our experiment&1 and 2 are turned
denoted as; andx2 on antenna 1 and antenna 2’ respective'?_n first. The OSMR transmission is then carried out in three
Suppose the channel coefficient from anterirta receiver; Steps:
is h;; for i, € {1,2}. Let the received signal at receiviebe 1) S transmits the channel estimation frames for 0.5 sec-

y;, and let the noise at receiveérbe n;. The received signal ond, then switches to the listening mode to wait for the
is a linear combination of the signals sent from each antenna channel estimation reports froml and R2.
multiplied by the channel coefficients, plus the noise: 2) Both R1 and R2 wait until S stops sending. Themn?1
sends the channel estimation reporstéor 0.01 second,
) _ (b b (o " then switches to the listening mod i
h h . n g mode to wait for the data
& 2 T/ A2 2 frames. AfterS stops sendingk2 waits for 0.01 second,
We useH to denote the channel matrix. Supposgracessing then sends the channel estimation reporStfor 0.01
matrix second, then switches to the listening mode to wait for
U= (u“ u12> the data frames.
U21 Uz 3) After getting both channel estimation reporgs,waits
can be found such thdt;u, = 0 andhsu; = 0, whereh; for 0.01 second, then switches to the transmitting mode
denotes a row vector dil andu; denotes a column vector of and sends distinct data frames to each receifiger 1
U. If such matrix can be found, let; andd, denote the data second. One data frame is 1524 bytes with 1500 bytes
that should be sent to receiver 1 and receiver 2, respegtivel of randomly generated data and 24 bytes as the preamble
We let and the frame header.
(Il) = (u” u”) (dl) Our experiments are conducted in a university building. The
T2 Uzt Uz2) \ds devices used in our experiments are shown in Fig. 1. We pick
Thus, receiver 1 will receiveh,(dju; + daus) + ny = 10 sender locations, and for each sender location, we conduc

dihju; + ny. Similarly, receiver 2 will receivelohous +n92. @ set of 4 OSMR experiments at randomly selected receiver
Therefore, distinct data is sent to each receiver. In thjgepa locations. Therefore, we conduct a total of 40 experiments.
h;u; is referred to as theffective channebf receiveri, the In the experiments, the distances between the sender and the
strength of which determines the receiving data rate. We sagceivers are between 6 to 30 feet. The sender location &nd th
two receivers arecompatibleif a processing matrix can bereceiver locations in one set of the experiments, for exampl
found such that the receiving data rates are non-trivial, i.are shown in Fig. 2. In each experiment, OSMR transmissions
above the minimum data rate in the network such as 6 Mbaee attempted with random intervals between 2 to 5 seconds.
in 802.11g networks. Therefore, we basically randomly sample the channels add fin
We implement a prototype OSMR transmitter/receiver basélie percentage of time the receivers are compatible. An OSMR
on the above zero-forcing strategy in about 2,000 lines tBinsmission is considered successful if the both receiget
C++ and Python code using GNU Software Defined Radtbe first 3 data frames with no bit error. Only the first 3
(SDR) [14], [15]. There are two key components in thé&ames are considered because the sender processes thle sign
implementation, namely the channel estimation and thecehobased on the channel estimation reports received before the
of the processing matrix. Basically, we let the sender setrdnsmission, but the channel states may have drifted after
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Fig. 1. Devices used in the experiments.

] e | % 0.2 O'4Ratioo'6 0.8 1
"SR _
- 2t E;—Eﬂ‘ Fig. 3. The CDF of the compatibility ratio found in the expeents.
© E S_é OSMR transmission to be successful, trit of the channel
iy during the frame transmission time must be limited. Thawsfo
CONE gD EE wores] we conduct experiments to find the channel characterigiics i
e L;S @T&ﬂ the indoor environments. In our experiments, there are one
1 = sender and one receiver, where the sender has two antennas
E— P F

and the receiver has one antenna. We pick 10 sender locations
and for each sender location, we randomly pick 4 receiver
locations with both line-of-sight and non-line-of-sighdtps.
The sender transmits the OSMR channel estimation frame
Fig. 2. The sender location and the receiver locations in seteof the every 1 ms for a total of 50 seconds, and the receiver simply
experiments. records the received samples. We show the fluctuation of the
channel ratioin the experiments, which is used to determine
several frames, which leads to receiving errors that shoulsk processing matrix and is defined as ratio of the channel
not be interpreted as incompatibility. coefficient from sender antenna 2 over that of antennH 1.
As a quantitative measure, we define thempatibility the ratio drifted fromae’® to a’ei?’, the drift percentage of
ratio of an experiment as the number of successful OSMiRe magnitude is defined é%/;_‘” % 100%, and the drift of the
transmissions over the number of all OSMR transmissibat phase is defined as the difference betwe¢eand. The CDFs
are carried out In our experiments, an OSMR transmission isf the channel ratiarift after 1 ms, 10 ms, 100 ms, and 1000
carried out if the sender gets both channel estimation tepams are shown in Fig. 4. We can see that for more 91 of
from the receivers. OSMR transmissions are not alwaysethirrihe times, after 10 ms, the magnitudiéfts less thanl 0%, and
out because of the limitations of our GNU SDR platformphasedrifts less than’;. As an example, Fig. 5 shows a typical
Basically, the switching between the transmitting mode anghce of the channel ratio magnitude. The fast fluctuatidhet
the receiving mode could take a non-trivial amount of timgeginning of the trace is caused by fast movements of human

depending on the instantaneous state of the operatingisystgeings; the rest of trace are relatively stable.

As a result, it could happen that two receivers send reports a

the same time, which results in a collision. If the sendersdoB Remarks

not get the channel estimation reports from both receitbes,

sender aborts the transmissitiie report the results of 35 ex- Our experiments proved that in the indoor environments,

periments in each at least 25 OSMR transmissions are carri@fia significant percentage of time, OSMR transmissions are

out, and show the Cumulative Distribution Function (CDF) grossible and the wireless channels are stable. Yet, the ex-

the compatible ratio in Fig. 3. We can see that roughly, tiRerimental results are implementation dependent. Thetsesu

compatible ratio is uniformly distributed if0,0.9]. We note reported in this section on OSMR transmissions are based

that in our experiment setting, the throughput gaimu§é if ~©On our prototype implementation with software defined radio

a% of the channels are compatible. This is because’inof which has limitations at the current stage for OSMR. Fittst, i

the times, the AP can use OSMR to double the throughput;qﬁ’es not allow fast switching between the transmitting mode

the other cases, the AP can use one-to-one transmissions &Mél receiving mode, and the sender has to wait for around

achieve the baseline throughput. 20 ms before starting the transmission, because the reseive

have to switch from the receiving mode to the transmitting

) o mode. Therefore, the successful OSMR transmissions egbort

C. Wireless Channel Characteristics Relevant to OSMR i qyr experiments belong to those cases when the channels
As mentioned earlier, the second key question is the stlow OSMR transmissionand do not drift significantly after

bility of the channel. As the wireless channel may fluctuatbe channel estimation, which is a subset of the cases when

randomly, before starting the OSMR transmission, the sendbke channels allow OSMR transmissions. In this regard, with

should have the up-to-date channel states from the reeeiviaster hardware implementation, the compatibility ratioay

to calculate the processing matrix. Because the sender dbeshigher than that in Fig. 3. However, secondly, software

not have further feedbacks from the receiver, in order fer thiefined radio relies on software to process the signals,fand t

= : sender
Accexp. 1l M :exp.2 @:exp.3 o:exp.4
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Fig. 5. A typical trace of the channel ratio magnitude.
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' ---100ms Fig. 6. Packet transmission with OSMR. CRQ: Channel EstomdRequest.
0.2 1000ms CRP: Channel Estimation Report.
% I\io 100 150 200 then starts the data transmissions. After the data trassamis
agnitude Drift (%)
the nodes send ACKs one by one. For example, an OSMR
(@) transmission procedure is illustrated in Fig. 6, in whicle th
CDF of Phase Drift AP uses OSMR to transmit first to noddsand B and then
= ‘ to nodesC' and D.
0.8:,!’," Note that in the CRQ frame, the AP may announce a time
0.60 --1ms offset value for each node to avoid the collision of the CRP
04: 10ms frames. Similarly, it may announce another time offset galu
' ---100ms for each node to avoid the collision of the ACKs frames.
0.2 1000ms The control frames may be separated by SIFS, as shown
00 1 5 3 in Fig. 6. The data transmissions need not be separated by
Phase Drift SIFS because the AP is the only transmitter. If the AP did

(b) not get the CRP frames from some nodes, it may adjust the
OSMR transmission. For example, it may use OSMR only to
Fig. 4. The CDF of channel ratidrift. (a). Magnitude. (b). Phase (in radians).nodes whose CRP frames have been received. After the ACKs
frames, the AP removes the data that has been acknowledged;
data rate is not as high as hardware radios. When the dather data will be scheduled for retransmission. The CRQ
rate is higher, the Signal to Noise Ratio (SNR) requiremerfte&ime should be sent at a data rate such that all involvedsnode
are higher, which may reduce the number of compatible pairsin decode the frame with high probability. The CRP frame
Without hardware OSMR transmitters and receivers, we witan be sent at the same data rate as the ACK frame. The
use the channel state traces collected from our experimeiiggne sent by OSMR is in the same format as the frame sent
and simulations to study the high data rate regime in Sectiby a one-to-one transmission, i.e., must be preceded by the
V. Note that the channel state traces are collected by simplgeamble, the PLCP header, and the MAC header, and must
recording the received samples and are not subject to the sdra trailed by the checksum.
limitations in the OSMR transmission experiments. We note that CRQ and CRP are generic names used to
refer to the control frames needed for OSMR. In practicey the
may be implemented by extending existing control frames of

Ill. EXTENSIONS TO0802.11 MAC ”
802.11. Details such as frame format are out of the scope of
The 802.11 MAC protocol needs to be extended to supp@gfg paper.

OSMR transmissions. We focus on the case when only the AP
acts as the OSMR sender. B. Fragmentation and TXOP

o To improve the efficiency, two existing mechanisms in
A. The OSMR Transmission Procedure 802.11 can be exploited, namely fragmentation and Trans-
The AP competes for medium access according to th@ssion Opportunity (TXOP). First, we note that the nodes
current 802.11 MAC, i.e., monitoring the medium and backoffiay be at different data rates and the packet sizes may be
for a random time if needed. Thus, the fairness in the 802.diferent, such that it is unlikely that the AP can find pasket
MAC is preserved. Once the AP gains access to the medium,two nodes as a pair that occupy exactly the same amount
it may start an OSMR transmission. It may first broadcastdad time. In such cases, the AP can simply send fragments of
Channel Estimation Request (CRQ) frame, which includespackets to match the transmission time. Second, we note that
list of the nodes whose channel states are needed by the thB.channel estimation procedure incurs overhead. To &aort
The nodes send back the channel estimation reports in the cost, the AP may transmit for an extended period of time
Channel Estimation Report (CRP) frame one by one. The Afstead of transmitting just a few packets. Therefore, tie A

4



may request a TXOP time, which is first defined in 802.11e LisT Z’i‘i,;'ijﬂws

[21]. We denote the length of a TXOP gswhich may be
several ms.

Length of TXOP
Number of nodes
i Number of bytes buffered for node

C. Transmission Schedule and Sub-schedules i Number of urgent bytes to node
I Base date rate of node

Within one TXOP, the AP may send to multiple nodes with /i, | OSMR date rate of nodewith node;
multiple OSMR transmissions, as well as sending to some
nodes without OSMR. The transmission schedule in a TXO'&J Definitions and Notations

can be represented as a list of four-tuples. A four-tuplelzan q he d f nodavith .
[(4,7), (xi;,x;,)], which means that the AP should send tg We usey; to denote the data rate of nodavithout using

nodesi and j simultaneously using OSMR far;; and z,.; OSMR, and call it thdvase rate\We usey; ; to denote the data

bytes, respectively. The schedule could also have fOLle$uprate of node if the AP sends to nodesand;j simultaneously

such ag(i, —), (z;, —)], which means that the AP should sentﬂ'sing OShMR’ gnd Ca! It tthSMR rater?f nodes V\.'ith rcl)osde
to nodei without OSMR for z; bytes. Each four-tuple in /- NOt€ that0 < yi; ; < 1;, because when not using OSMR,

the list is called asub-scheduleThe number of bytes sentiN® AP focuses all power to nodeAlso note thatu; ; may

to two nodes belonging to the same sub-schedule should dn‘ferer;]t frorr}uw, because r;lodehan(; node; maykhave
proportional to their data rates and may be different. lterent channelsie assume that the daia rate IS known to

the AP and is stable for the scheduled transmission, because
D. Opportunistically Piggybacking the Channel States the AP can derive the data rates based on the channel states

(%d the channel states do not change very fast. Indeed, the
nodes in the network. We note that one possibility is to allo ta rates of mobiles in the 3G networks are selected based

a node to piggyback its channel state in the ACK or the o)y channel state feedbacks and vary every several ms [20]. We

frames. As such, the AP may receive the channel estimati%%EBi to denote the number of bytes in the buffer for node
and usem,; to denote the number of bytes that must be

reports in a timely manner for the heavily loaded nodés R
because they often transmit. The AP may not be able to i&m to node in this TXOP mandated by the upper layer. For

the channel estimation reports from the lightly loaded mdq‘onvel?[nla)n(t:e,”vv € agsotrr]eferl‘)t? th?hby:[‘es that muts:) bte S,? rjlfhthe
however, it is not as critical to optimize the transmissitms urgent bytes:, and other byles the non-urgent bytes. €
such nodes. number of nodes is denoted 85 Table 1 lists the notations.

3| & 22

The AP needs to keep track of the compatibility relations

E. Backward Compatibility B. The Ideal Scheduler

We note that the OSMR transmission process is completelyWe begin by considering an ideal case in which only the
backward compatible. This is because the AP can announizga bytes are sent and the overhead such as MAC header can
the duration of the TXOP and all nodes should backoff untie neglected. We use; to denote the number of bytes sent
the OSMR transmission finishes. In addition, all packetdranto node: without OSMR, andz; ; to denote the number of
missions within the TXOP are separated by at most SIFS, sunjtes sent to nodé using OSMR with nodej. The optimal
that no other nodes will attempt to transmit because theg haschedule is the solution to the following Linear Programgnin
to wait until DIFS. The AP may use OSMR transmissions onlgroblem:
to the OSMR-capable nodes. When sending to other nodes, N NN
the AP may simply use the one-to-one transmission. Also, mangci +Z Z Li,j 1)
the uplink is unchanged because only the AP uses OSMR. =1 i=1j=1j5#i
Therefore, the OSMR-capable nodes and the OSMR-incapabiibject to

nodes can coexist in the same LAN without interfering with N _
each other, although the OSMR-capable nodes will receive v+ Y @iy < Bforalli )
better services from the AP. J=1,5#i
N
IV. DOWNLINK PACKET SCHEDULING s + Z zi; > m, for all i 3)
In this section, we focus on packet scheduling when OSMR =1 i

is adopted. Packet scheduling is needed because the AP must

I'7 i X
make smart decisions to “pair up” packets to improve the —L -

2L — o for all i # j, i, pji >0 (4)

overall downlink performance, such as the throughput. We Hig  Ha

assume the scheduler is given the number of bytes that must N z; 1 NN T

be sent to the nodes. The upper layer determines this based 2 + 3 Z Mi" <7 (5)
on the considerations on many issues, such as fairness and =1 i=1 j=1,j#i "

Quality of Service (QoS) requirements. For instance, whenTa see this, note that basically, term 1 is the total number
node is running Voice Over IP (MolIP) applications, it musbf bytes that are sent and should be maximized. Constraint
receive a certain number of bytes in a timely manner. Tl states that the number of bytes sent to nodmnnot be

scheduler finds a schedule that meets the requirements of ti@re than the total number of bytes stored in the buffer for
upper layer while sends as many bytes as possible. nodei. Constraint 3 states that the number of bytes sent to



nodei cannot be less than the number of urgent bytes to node
7. Constraint 4 states that if the AP sends to nodesd j
simultaneously, the time spent in sendingitanust be the

same as the time spent in sendingjtoConstraint 5 states m m
that the total amount of time must be no more than a TXOP Buffer states:
length. AB P
Note that if the LP is not feasible, the set of urgent bytes |
is not feasible, and the scheduler may send a feedback to After Phase 1:—& [ ¢ To]
the upper layer to recalculate the urgent bytes. In practice |
reduce the scheduling time, the upper layer may always issue : |
urgent bytes that are guaranteed to be feasible. For example After Phase 2:_& ‘ < [ D L’Q
it may make sure that the total time to send the urgent bytes | ‘
at their base rates is no more than Fig. 7. An example of the scheduling algorithm. The solidtaegle

represents urgent bytes and the blank rectangle represemsrgent bytes. .

C. Scheduling Considering the Overhead buffered bytes, and makes use of the available time and sends

The LP formulation provides theoretical insights and servgg many bytes as possiblEhe algorithm schedules no more
as an upper bound of the performance. However, it considgian 2V sub-schedules wher® is the number of nodes in
the ideal case, in which there is no overhead for a Sufte network, hence the overhead is bounded.

schedulewhere a sub-schedule is defined in Section UK€ e motivation behind this two-phase approach is that the
practice, the overhead of a sub-schedule includes the jpleamgcpeqyling algorithm has two tasks: sending all urgentsyte
the PLCP header, the MAC header, etc., and can be Maigy sending as many non-urgent bytes as possible. Jointly
than 20ys in 802.11 a/g, which is non-trivial and cannot b@qngidering the two tasks may result in better schedules but
neglected. For example, if a schedule consists of many shgth jead to a higher complexity. The two-phase algorithm, o
sub-schedules, the percentage of the overhead may be R gther hand, divides the two tasks into two phases, where
large. Therefore, the scheduling problem must be revisitedppage 1 guarantees that all urgent bytes are sent and Phase 2
We assume the overhead of a sub-schedulé i§iven the 5015 a5 many non-urgent bytes as possible. This significant

constraints of the data rates, the number of urgent and neRzrows down the search space and reduces the complexity,
urgent bytes, and the maximum transmission timeve define 1 ing the algorithm suitable for running in real time.

the optimal schedule as the schedule in which either 1) a"An example is shown in Fig. 7, where there are 4 nodes, A,

buffered bytes are sent in a minimum time or 2) all urggrg, C, D, in the network. The numbers of urgent and non-urgent

bytes are sent and as many non-urgent bytes are sent in,
e . ytes for A, B, C, and D are [1000, 3000], [1000, 1000], [2000,
The OSMR Transmission With Overhead (OTWO) proble 000], and [1000, 1000], respectively. The base rates amd th

is defined as the problem to find an optimal schedule under . - . SR rates @A = jip = fic = Jip = jiAp —

these constra\.mt:’sNe prove that _ ppa =1, pac — % andyic.4 = 2, measured in bytes per
Theorem 1:The OT.WO problem is NP-hard. time unit. v is 5000 time units. The number of urgent bytes
Proof: In Appendix. ® s feasible because they can be transmitted at the base rates
within 5000 time units. In Phase 1, the algorithm considers
D. A Practical Scheduler only the urgent bytes. It matches A with B and produces an
In this section, we focus on the design of a practicavailable time of 1000 time unitdn Phase 2, the algorithm
scheduler. We note that the challenge is two fold. Firstegiv first matches 1200 non-urgent bytes of A with the 2000 urgent
the channel conditions, the scheduler should find a reaspnaytes of C. Note that this is a change to the schedule obtained
good schedule to maximize network performanées. the after Phase 1: the urgent bytes of C were scheduled with a
scheduling is in real time, the algorithm should have a lo@ne-to-one transmission and are now scheduled with an OSMR
complexity and run fastSecond, the scheduler also has ttransmission. Becauge- 4 = 2, the new OSMR transmission
handle possible channel fluctuations, as the channel ¢onslit requires a total of 2400 time units which is 400 units moratha
could change after the last channel estimation reportseare ssending the same bytes to C using one-to-one transmission;
Given the complexity of the problem and the tight timingn other words, it consumes 400 units of available timke
constraint, we will first discuss &wo-phasealgorithm for remaining 600 available time is assigned to 600 non-urgent
finding a schedule with given channel conditions. We wilithebytes of A and 600 non-urgent bytes of B.
describe how the scheduler handles channel fluctuations.  We now discuss the details of the algorithm. Basically, in
1) A Two-Phase AlgorithmWe propose @awo-phasealgo- every iteration of Phase 1, the algorithm searches the OSMR
rithm to find a schedule when the channel conditions are givdransmissions and adds a sub-schedule with the highesef-
In Phase 1, it considers only the urgent bytes, and expldfisiency this is repeated until no further OSMR transmissions
OSMR to find an efficient schedule using minimum time. Aftecan reduce the transmission time, after which all remaining
Phase 1, a partial schedule will be ready which likely resgiir urgent bytes are sent with one-to-one transmissions. Iryeve
less time thamy, and the non-occupied time is referred tdteration of Phase 2, the algorithm finds a transmission with
as theavailable time In Phase 2, the algorithm considers althe highesbyte efficiencyand adds a sub-schedule according



to this transmission, and repeats this until no availalte tis If 8; = 0, the transmission must piggyback the non-urgent
left, or until all buffered bytes are scheduled. The defoms bytes to a nodg with the urgent bytes to a nodewhile
of the time efficiency and the byte efficiency are given below:  n; = p; 5; in this case, the byte efficiency is defined as

« Time efficiencyWith regarding to a possible sub-schedule ~ #;.:Z WhereZ is a large constant guaranteeing that the
employing OSMR, the time efficiency is defined as byte efficiency is greater than that of any transmission
the amount of time that can be saved comparing to that consumes available time.
sending the same number of bytes without OSMR. To The algorithm is summarized in Algorithm The input to
be more specific, suppose a possible sub-schedulettie algorithm consists dfm; }i, {Bi}i, {pitis {pij }ij, andy,
[(4,7), (b, Z“—J)] Note that ifb bytes are sent to node the output is the schedulg, which is a set of sub-schedules.
with OSMR;JM bytes must be sent to nogeo match Some sub-schedules added in Phase 2 may be merged with
the transmission time. The time efficiency of this supsome sub-schedules added in Phase 1 if they involve the same

schedule is denoted s, and is calculated accordingPair of nodes. Note that in Phase 1, tieeo-phasealgorithm

to schedules one sub-schedule and reduces the number of urgent
G = b n bpji b bytes of at least one node to 0 in every iteration; hence, it
S T e, ey will not schedule more thatV sub-schedules in Phase 1. For

similar reasons, in Phase 2, it will not schedule more than
b biuj . o N0, h-schedules. Therefore, no more thanhsub-schedules will
OSMR '.S T while the transrmssmn tlmg With e scheduled. In each iteration either in Phase 1 or Phase 2,
OSMR is clearly ;> Note thatd; ;,, increases witth. the scheduler need3(N?) time. Therefore, the complexity is
Therefore, if|(z, §), (b, if—fj)] is the sub-schedule with the O(N?). Note thatN is typically not very large in a wireless
highest time efficiency, eithér= m; or b“—J =my, i.e., LAN.
for at least one of the nodes, all bytesl'lilave been added— ,
to the sub-schedule. Algorithm 1 A Two-Phase Algorithm
« Byte efficiencyThe byte efficiency is a measurement of 1: S « 0. V « 0.
the efficiency of a transmission in utilizing the available 22 — Phase 1 —
time to send non-urgent bytes. If a transmission has thé: while 1 do
highest byte efficiency, the algorithm will add a sub-4  Let [(i,]), (zi;, 2;,)] be the sub-schedule with the
schedule with as many bytes as possible according this  highest time efficiency.
transmission; note that this means that either no available  if d; ., , > 0 then
time is left, or all bytes to at least one of the nodes haves: S — SU{[(4,5), (i, 25,4)]}-
been added to the sub-schedule. We denote the currefit V=V +0ija,-
remaining available time aE and denote the amount of 8:  €lse

To see this, note that the transmission time witho

available time consumed by a sub-schedulas 6. If & Schedule one-to-one transmissions for the remaining
9; > 0, the byte efficiency of the transmission is defined urgent bytes.
as the number of non-urgent bytes sent consuming oAg break;
unit of available time and there are three types of such: end if
transmissions: 12: end while
13: — Phase 2 —

— A non-OSMR transmission to a nodéor some non-
urgent bytes. Clearly, the byte efficiency/is.

— An OSMR transmission to nodesand j both for
some non-urgent bytes. Clearly, the byte ef'ficienc;l/6

14: while V' > 0 and not all bytes scheduleatb
15:  Lett be the sub-schedule for the transmission with the
highest byte efficiency.

is jij + py S — SuU{t}.
— An OSMR transmission to nodefor some urgent X* V=V~ ¢
bytes and to nodg for some non-urgent bytes. The 18- €nd while
byte efficiency is
ifhj i 2) Coping with Channel Fluctuation:As the example
m shown in Fig. 5, the channel state of a node fluctuates with

time, where the fluctuation may be faster at certain times tha
Note that the urgent bytes to nodehave been 4 giher times. When the fluctuation is too fast, the prooessi
already been scheduled after Phase 1. This transmjigsyix may become outdated during the transmission and the
sion piggybacks the non-urgent bytes to ngdeith 1 5ngmission will fail, because not all interferences can b
the urgent bytes to nodeby exploiting OSMR. To anceled. To cope with this, the scheduler keeps track of
derive the byte efficiency, suppose when consuminge channel fluctuation speed of every node, and excludes

one unit of av%ilabletimbdg bytes can be sentto node, node from OSMR transmissions if its current fluctuation
i. Therefore >~ = 1+ .. Hence b = Hillii - and

S T i NG speed is above a threshold. The fluctuation speed can be
the totgl time of this _OSMR transmission 45~ estimated based on the channel state feedbacks from the node
By definition, £“£L is the byte efficiency. and the time when the feedbacks are received. Also, if the

Hi—Hi,j



channel state has not been updated for longer than a thdgsh Trace 3

230 :
the channel state may be outdated, and the node should § OSMR-t
excluded from OSMR transmissionEhe AP can still use one- < 20/ No-OSMR T . 1
feai 3 TR w | P AERE b (o
to-one transmissions to send data to such noBefore an £ . ;l} L M ¥ “u""”ﬁ:“wﬂ'ﬁ"f“” ‘}‘hmﬂw}"um% ity
. r Il .l w; i !
OSMR transmission, the AP runs the scheduler based on 3 (i iﬁ: 1 "{;ﬁ"l J‘% Lo
I E . e \'~mul~u}‘./. oty U i ‘“ ‘““ \MH‘ " I
current channel state records. After getting the CRP frami & 0, 150 200 300 200 200

the AP may run the scheduler again if channel states Time (sec)

some nodes have changed significantly, i.e., above a tHoesheig. 8. Network downlink throughput in 500 seconds.
However, because the AP schedules OSMR transmissions only

to nodes with slow-varying channels, this should happeh wit

low probability. access to the medium, it transmits without OSMR for a TXOP

length or until all buffered packets are sent, which is samil
to the Frame Aggregation in 802.11n [16].

In the simulation, overhead such as the PLCP header

To evaluate the proposed protocol and algorithm, we dand the MAC header are simulated. However, for OSMR-
velop an event driven simulator. We rely on the simulatdp, the transmission time of a sub-schedule includes ordy th
for performance evaluation, because the current GNU SDRRta transmission time because the LP formulation does not
does not support very accurate timing required by the MAEbnsider the overhead; this reveals the upper bound of the
protocol, and operates at a lower data rate than hardwaerformancey is 3 ms. TheOSMR-tand OSMR-Ip scheduler
radios. Our simulation is driven by traffic traces collechenn consider a node not eligible for OSMR transmission if the
wireless LANs [19] and the channel state traces collecteah fr phase drift of the channel ratio is more thanl00 per ms or
our experiments. if the channel state is more than 10 ms old.

The simulator is configured to function as an 802.11g The set of urgent bytes is determined by the upper layer.
network. The AP is at the center and the nodes are randorlythe simulation, if the total number of buffered bytes is
located within a certain maximum distance to the AP. Bas&ghall and can be sent at the base rates withithe set of
on the path loss model in [13] and the specifications of Cisepgent byes is all the buffered bytes. Otherwise, the urgent
Aironet 802.11a/b/g wireless cardbus adapter [18], theaae bytes are determined according to the following constsaint
received signal strength is assumed to be First, they must saﬂsfﬁl L= which is basically to

P~ —31— 3010 d pessimistically assume that no OSMR transmissions can be
" 810 scheduled. Second, to ensure fairness, the nodes are dlivide

measured in dBm, wheréis the distance between the senddpto two sets depending on their buffer states. Basicdlhyode
and the receiver in meters. The channel state traces aallectis in the first set, it has few buffered bytes, and = B;. If
from our experiments with GNU SDR are amplified sucRodesj1 andj, are in the second set, they have more buffered
that the average gain of each trace is normalized to 1. N&¥es, and= = 72 = ¢, wheret > 3 for any nodei in
that the amplified traces preserve the channel fluctuatiBie first set.
characteristics. In the simulation, the channel state obden We use four traces in [19], Trace 2 to Trace 5, which are
is obtained by randomly selecting a normalized channet st&ollected by TCPDump seen at the wired port at the AP in a
trace and multiplying it with the average signal strengthAN with 75 nodes for about 10 minutes. The traces include
between the node and the AP. The base rate is determiti@dfic from realistic applications such as WWW and VoIP.
by the receiving power and the minimum receiving poweko match the description of the trace collection in [19], we
threshold for each data rate specified in [18]. The OSMR ratékst set the maximum distance to the AP to be 20 m in our
are determined by the receiving power of the effective ckéansimulation, and run our simulation for 500 seconds. Theltesu
and the threshold in [18]; however, to account for channghow thatOSMR-t and No-OSMR have almost exactly the
fluctuation and channel estimation noise, an additional ihdBsame throughput for all traces. For instance, the result for
margin is applied when determining the OSMR rates. Whdrace 3 is shown in Fig. 8 where the two lines overlap. This
not using OSMR, the SNR of a transmission is determined lig/because the traffic load in the trace is not high. Note theat t
the currently stronger antenna of the AP to achieve antenmgper layer protocols, e.g., TCP, typically probe the cépac
diversity.In the simulation, whether or not a frame is receivedf the network to avoid overloading the network, hence the
is determined by its data rate and the instantaneous SNRiffic load in the trace is unlikely to exceed the capacity of
When OSMR is used, the leaked signal intended to the ott#r AP, and therefore not high enough to reveal the benefit of
node is regarded as noise. Basically, if the instantanebiis SOSMR.
is above the SNR threshold according to [18], the frame is To evaluate the performance of the network at higher traffic
received correctly; otherwise it is dropped. load, we process the trace files and combine Trace 2 to Trace
We refer to thawo-phasescheduler a©SMR-t We imple- 5 into one. As each trace contains 75 nodes, we create 10
ment the Linear Programming formulation with the LP solvemerged nodes, and randomly combine the traffic of up to 30
available at [17] and refer to it as OSMR-Ip. For comparisoagctual nodes into one merged node. We use 30 seconds of the
we also run simulation disabling OSMR transmissions, arnhaffic trace from 400 seconds to 430 seconds. The maximum
refer to it as No-OSMR. In No-OSMR, when the AP gainslistance is set to be 60 m. Because the combined traffic can

V. EVALUATIONS



50 percentage is the lowest whévi = 10. This is because when
=40 +g§,|ORS_'\tAR N =15 and N = 20, there are more compatible pairs; when
2 |-~ 0SMR-Ip N = 5, the traffic to each individual node is heavier, such that
72;30 compatible pairs are more likely to have buffered packets.

2 Note that the improvement is not as dramatic as one
5’20 may have expected after being able to send multiple packets
£ 10 simultaneously. The major reason is thmmpatible nodes
may not both have buffered packets a wireless LAN, it
% 10 20 30 40 50 may happen that a node receives a large volume of traffic in
Offered Load (Mbps) a short period of time, while nodes compatible with this node
(a) receive little traffic, which causes the underutilizatiohtloe
200 o osun compatibility. Nevgrtheless, overall, we can see that OSMR
OSMRt capable of improving the performance by around 20-30% for
150(| -~ OSMR-Ip ] networks of various sizes.

VI. DISCUSSIONS

Average Packet Delay (ms)
S
o

50 : ] We note that when the additional hardware cost and energy
consumption can be tolerated, adding more antennas at the AP

o e—e may increase the number of simultaneous receivers. Sending
O % ttered Load bps) to more receivers may increase the aggregate link speed; the
b) exact amount of gain depends on the channel conditions as

well as the network traffic conditions. Although we mainly
Fig. 9. Synthesized traffic combining 4 traces. The x axifigsdffered load focus on the two receiver case, we note that our approaches ca
on the downlink. (). Average throughput. (b). Average padelay. still be applied or can be extended to other cases. The MAC
layer modifications can be trivially extended to support enor

TABLE 2 ) , )
SUSTAINABLE THROUGHPUT(MBPS) AND OSMR-T IMPROVEMENT over  Simultaneous receivers. The NP-hard proof of the scheglulin
No-OSMR problem can be readily used to argue that the scheduling
| [ No-OSMR | OSMR-t | OSMR-Ip | Improvement] problem is still NP-hard when the maximum number of simul-
N=5 38.9 48.2 51.9 24% taneous receivers is greater than two, because it inclies t
N =10 30.7 36.5 38.8 19% two receiver case is a special case. The proposed scheduling
KESEN S N T S CL Igorith Iso be extended and the idea is still to sdbed
N =20 = =5 381 % algorithm can also be extended and the idea is still to sdedu

in two phases. Suppose upitsimultaneous receivers can be
supported. In Phase 1, the algorithm may still choose the sub
we allow the AP to drop a packet if the tot&f:hedul_e_with the highest time efficiency. The definition of

e efficiency can be extended as the time saved when the
hAeP sends to up to- receivers simultaneously compared to
Einding to them individually. In Phase 2, the algorithm may

| pick the transmission with the highest byte efficiency

e definition of the byte efficiency can be extended by
nq,gnsidering transmissions which piggyback non-urgenédyt
to v’ receivers with urgent bytes to up to— ' receivers for

be very heavy,
number of buffered packets exceeds 1000. Fig. 9 shows
network performance as a function of the offered load on t
downlink averaged over 20 random seeds, where Fig. 9(a)S
the average downlink throughput and Fig. 9(b) is the avera@%
downlink packet delay. We can see tH@SMR-t achieves
a very close throughput as OSMR-lp and also perfor

significantly better than No-OSMR as the load increases. ) g ) LT .
< 7’ < r. One potentially interesting issue is that the urgent

To quantitatively measure the different schemes, we def'Bie/fes to different nodes may take different amount of timteraf

the sustainable throughpus the maximum throughput when: . |
the average packet delay is less than 100 ms. The sustain&clt:g?gyba(:kmg the non-urgent bytes because the data ratgs ma

. . ange; while we leave this problem to our future work, we
throughputs of different schemes are shown in Table 2 fgr . ; . T

. . ote that it is always possible to consider only transmissio
networks of various sizes, where the results for networi%? .

. . . - that do not change the rates for the nodes who receive urgent
with 5, 15, and 20 nodes are obtained in a similar mann ltes
as the network with 10 nodes. The improvement percentageys '
of OSMR-t over No-OSMR are also shown. The sustainable
throughput is determined by two related factors: 1) the nemb VII. RELATED WORKS
of nodes and 2) the number of compatible pairs. We can seeRecently, applying advanced signal processing technigues
that the sustainable throughput is the highest whén= 5, wireless networks has drawn much interest in the networking
because least number of nodes are competing for the air timemmunity [7], [9], [10], [11], [12]. We note that these
The sustainable throughput of OSMR schemesNo+ 15 is  works consider single-antenna systems, and cannot exipoit
higher thanV = 10, because the gain by having more compatapacity of multiple antennas.
ible pairs outweighs the loss of air time due to having more In [8], MU-MIMO on the uplink of wireless LANs was

nodes. It is also interesting to notice that the improvemestiudied and implemented. The major issue of MU-MIMO on



the uplink is medium access, i.e., allowing multiple nodes tvireless channels allow OSMR for a significant percentage
access the medium simultaneously without causing catigsio of the time. We also study the characteristics of wireless
which is not needed in the downlink where the AP transmithannels, and show that wireless channel is stable for most
to multiple nodes while the AP is aware of the buffer statesf the time which is desirable for OSMR. Motivated by our
of all nodes and can run intelligent algorithms. physical layer study, in the MAC layer, we propose extersion
In [5], the interference alignment and cancellation (IAC)o the 802.11 MAC. We study the packet scheduling problem
technique was proposed which allows multiple senders amd propose a practical scheduler capable of exploiting RSM
coordinate transmissions to multiple receivers. We noga thefficiently and handling channel fluctuations. We evaluate
IAC applies to wireless LANs with multiple APs connected byhe proposed protocol and scheduling algorithm based on
high speed wired connections, while OSMR applies to wirelesimulations driven by wireless LAN traffic traces and wisse
LANs with only one AP, typical of residential networks. Thechannel traces collected from our experiments. The results
MAC protocol proposed in [5] is an extension to the 802.1¢how that OSMR is capable of improving wireless LAN
PCF. It still has several issues unclear, e.g., how the pobtoperformance significantly.
supports nodes with newly arrived VoIP traffic in the middie o

the Conte_ntlon free pe_rlod. Inhcorét(;gs;,ltflljecl\élAChprﬁtocol Wilé IEEE Computer Society LAN MAN Standards Committee,
propose Is an extension to the ' » which suppo IEEE Standard 802.11, Wireless LAN Medium Access Control

all types of traffic by random contention. The transmission (MAC) and Physical Layer (PHY) Specifications, 1999
selection algorithm proposed in [5] selects the best amorig] D. Tse and P. Viswanath, “Fundamentals of Wireless Commu
a total of 4 random options. The scheduling algorithm we _ nication,” Cambridge University Preslay 2005.

propose is more sophisticated while remaining acceptable {3 D- Gesbert, M. Kountouris, R. W. Heath, Jr., C. B. Chae] an
complexity Salzer, “From single user to multiuser communicationsftiigj

) ) the MIMO paradigm,”IEEE Signal Processing Magazineol.
In [6], a downlink MU-MIMO system was implemented 24, no. 5, pp. 36-46, Oct., 2007.

on the WARP platform, with which indoor experiments werg4] T. Yoo, N. Jindal, and A. Goldsmith, “Multi-antenna dolik
performed. We note that the main focus of [6] is the physical channels with limited fet_adback and_use_r selectidBEE Jour-
layer study; the gain of MU-MIMO is measured assuming 22'75?43?62%%? Areas in Communicatiprsl. 25, no. 7, pp.
nodes always have traffic. In contrast, we consider thestéli |5; 5. Gollakota, S. D. Perli and D. Katabi, “Interferencegament
case for wireless LANs when both the channel conditions and and cancellation,;ACM SIGCOMM 2009.

the traffic conditions may vary, and propose practical suhed [6] E. Aryafar, N. Anand, Theodoros Salonidis, and Edward W.
ing algorithms. Our evaluation shows that the randomness of Knightly, “Design and experimental evaluation of multiens
the traffic has significant impact on the system performancg beamforming in wireless LANSACM MOBICOM 2010

. - 1 L. E. Li, R. Alimi, R. Ramjee, H. Viswanathan, and Y. R. Y@&n
because the AP cannot exploit the compatibility of two nodes” «y Net: Harnessing multiuser capacity in wireless netwgrk

when one of them has no buffered packets. IEEE INFOCOM MinisymposiumApril 2009.

In our earlier works [22], [23], we studied scheduling prob{8] K. Tan, H. Liu, J. Fang, M. Chen, J. Zhang, W. Wang, and G.
lems with OSMR, where the focus was to send the buffered M- Vloe'ker “SAM: Enabling PraCtiC@',,Spa“atL,mumF"e acee
packets in minimum time. _However, the schedul_mg pr_oble l \IIDV.IrIe—élspse:_iﬁ,N"r. ';%'(\jﬂenglgr%MD?wgt%é%”"n?T'aiﬁg' tfm?ogg
was defined under simplified network models, in which 1)" out of carrier sense: Interference cancellation for waele
the scheduler need only maximize network throughput withou  LANs,” ACM MOBICOM 2008
considering fairness, 2) the packets cannot be fragmentgd s[10] S. Gollakota and D. Katabi, “ZigZag decoding: Combgtin
that capacity may be lost due to packet size mismatch, a@d] T(id‘j’e” Fermi“a'z iﬂ Vé”‘?'is,s Qetwogl;i;gMpSlfclow e02008

: : . Jamieson and H. Balakrishnan, : Partial packetver
3) the channel is assumed to be stable. In this paper, &l o reloos hetworks ACM SIGCOMM 2007 g
define the problem under more practical settings, in which gh) 5. Katti, S. Gollakota and D. Katabi, “Embracing wirete
the upper layer may impose fairness requirements by issuing interference: Analog network coding®CM SIGCOMM 2007
the urgent bytes, 2) packets fragmentation is allowed whi€ts] A. Bose and C. H. Foh, A practical path loss model for
helps achieving higher efficiency, and 3) considerationstmu  indoor WiFi positioning enhancementCICS 2007 Singapore,
be given to handle channel fluctuation. As such, the schedu[lﬂ] ?éﬁimber 2?a0d7i6 i gnu fof project”
given in this paper is different and more advanced. In aolaljti http://www.gnu.org/software/gnuradio. '
a detailed physical layer study is provided in this paped af5] Ettus. Inc, “Universal Software Radio Peripheral,”

the evaluation is driven by the channel state traces celfiect  http:/ettus.com
from experiments. [16] “802.11n: Next-Generation Wireless LAN Technology,”
http://80211n.com/whitgpaper/802 11n-WP100-R.pdf
[17] http://Ipsolve.sourceforge.net/5.5/
VIIl. CONCLUSIONS [18] Cisco Aironet 802.11a/b/lg wireless cardbus adapter,
http://www.cisco.com/.
In this paper, we give a systematic study on employir[@9] http://www.winlab.rutgers.eds/ergin/mobicom2007/
the One-Sender-Multiple-Receiver (OSMR) transmissichte [22% EEWZV\;WV\QU”JSWOM-Co;n/t;?Chngg)zglxé/hSdlrzi%\g 2007 ol
; T ; ; p://standards.ieee.org/getieee own - .p
nique in wireless LANS. In Fhe phySI_caI Iayer, we Implemerlgz] Z. Zhang, M. Zhao and Y. Yang, “Enhancing downlink per-
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APPENDIX

A. Implementation of OSMR
. . . Fig. 10. A screenshot of captured channel estimation sysnbol
We discuss the two key components in our OSMR |mpIe-g P yen

mentation, namely the channel estimation and the caloulati

of the processing matrix. both antenna 1 and antenna 2 are transmitting -1 in the
1) Channel Estimation:To use OSMR, the sender needghannel estimation sequence. Suppose the receiver gets two

to know the channels to determine the processing matrpgnsecutive sample$, = a + jb and S}, = ¢, where S, and

Actually, to determine the proc_essing matrix, for receiv'/ersé correspond to the samples when antenna 1 is sending +1

(i € {1,2}), only thechannel ratiodefined asy; = hi2/hi1  and -1, respectively. Note th&t, does not have an imaginary

is needed. As the same channel estimation process is cartighponent, because the receiver’s phase is locked to thee pha

out at both receivers, in the following, we consider ongnen poth antennas at the sender are transmitting -1. We note

receiver and refer to it as receiverTo estimatey;, a channel it if the difference between the current phase of the vecei

estimation sequence is transmitted at the sender. Thateis, Y44 the phase of antenna 1 of the sendef, i§; = S,e’,

let the sender transmif+1,—1,+1,—1,+1,...} at antenna Sy = S4ed?. As the imaginary components & and S are

1 and transmit{—1,—1,-1,—1,..} at antenna 2. At the {na same,

receiver, let the received signal strengths from antennadl a asin(9) + beos(d) = csin(9), 9)

antenna 2 of the sender he and v, respectively. Note that

| ¢; |= v/w. Suppose the phase of is ¢. If the receiver's hence,

phase is locked to the phase of antenna 1 of the sender, when 6 = tan~!( ). (10)

antenna 1 is transmitting +1, the received complex symbol c—a

should be[w — vcos(¢)] + jl—vsin(¢)]; when antenna 1 With 4, S; and S, can be found based aoff, and S}, which

is transmitting -1, the received complex symbol should kien determinev, v, and¢. The ambiguity o can be resolved

[~w — veos(¢)] + j[—vsin(p)]. Therefore, if the receiver by considering the sign af.

receives two consecutive samples denotedas- z; + jyi For example, Fig. 10 shows a screenshot of captured channel
andSz = z2+jy2, whereS; andsS, correspond to the symbol estimation symbols, where = —0.18, b = 0.20, andc =
when antenna 1 is transmitting +1 and -1, respectively, we ha—(.32. It can be found tha# = —0.317, w = 0.12, v = 0.27,
2l — 22 v/w = 2.25, and¢ = —0.437.
W= (6) 2) Determining the Processing Matrixthe simplest choice
and of the processing matrix is the inversion of the channel imatr
1yl +y2 In our current implementation, we take some extra measares i
¢ = tan (m)’ @) attempt to further optimize the performance as well as ingit
and the trans_,mitting power. First, to force the interferencé¢o0,
. .—yl . (®) we require
Sln(gb) h1UQ = O, h2111 =0. (11)

Note that there are two values farin [—m, 7] that satisfy Second, we require

Eq. 7. The ambiguity is resolved by choosing the one regultin
inv > 0in Eq. 8. lhiui| > nlhin + hazl, [houa| > nlho1 + haof (12)

However, the receiver's phase will not be locked to the phaggere, is a constant. This is to make sure that the effective

of antenna 1, because the receiver is receiving the addjﬁonchannels are not too weak compared to the original unpro-
two signals with different phases. To cope with this, we lgtagseq channel$.Third, we require

the sender transmit the same symbplsl, +1,—1,-1,+1 +

1,..} at both antennas as training symbols for the phase lu1 +wia| <1, [ugr + uge| <1, (13)
tracking C|rcu_|t of the receiver. After_ th_e training sy_mb_,ol to.make sure that the transmitted signal power is within the
a set of special symbols are sent to indicate the beginning, Of

S . limit of the transmitter. Note that if the data symbol to betse
the channel estimation sequence. When the receiver receive

th? special symbo_ls, it stops t.he phase tracking circuit. Atiye assume that if the sender has two antennas but does notSM&,0
this time, the receiver’s phase is locked to the symbol whenransmits the same signal at both antennas with equal powe
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to user: is d; for i € {1,2}, the signal sent by antennas f\ P
u;1d1+uods. To make sure that each antenna is transmitting at ™ V4
no more than the regulated powr;; d; +u;2ds| should be no

more than|d;| which is the transmitting magnitude of antenna

17 when OSMR is not used. The exact valuewfd; + ui2ds

. . . Created nodes: U1 U2 U3z U4 U122 Uz U114 U24 U3zs
depends ond; and d, which are random. However, if this

constraint is satisfied, the peak transmitting power is neve
more than the transmitting power when OSMR is not used. pufer states: H H D D D D D
From Eq. 11, we have,; = —22uy; anduyy = — 22 uss.
Substitutingui; = —222u,; into the first half of Eq. 12, we  Datarates:  eBaseratesallT. _ ,
have 21 ® OSMR rates I for parent and child; otherwise 0
hoo  hio Fig. 11. The construction of the OTWO instance.
[uz1||h11 || — ——+—| = |uai1||h11]|—g2+g1] = n|h11+hi2],
h21 hll
therefore urgent bytes. No node has non-urgent bytes. Note that in
s | > | 14+ a9 | (14) this case the optimal schedule is the schedule that uses
val=nl o Ta minimum time to send the urgent bytes.
Similarly « Assignment of the ratesLet the base rates of all nodes
' 1+ g2 be r. For any two nodes, if one is not the child of the
|uz| > 1 | g1+ 9o - (15) other, the OSMR rates between them are 0; otherwise,

Eq. 14 and Eq. 15 give the minimum magnitudewf and the OSMR rates are both

Uoo. AS U1 = —g2Uu21 anduo = —g1Uu22, from Eq 13, we

H Fig. 11 shows the construction of a simple instance.
ave

(16) Claim 1: We say a second level nodeseuratedf all its
data is sent with OSMR transmissions. In an optimal schedule

In our current implementation, to findz; anduq2, we start all second level nodes are saturated.

with the minimum magnitude ofiz; and uge according to Explanation: To see this, we use contradiction. Suppose in

Eq. 14 and Eqg. 15 where we sgt= 0.1. Let the phase an optimal schedule, some bytes of a second level riggle

difference betweeni,; and uz, be 6. We conduct a linear are sent with a one-to-one transmission. We note that if this

search ovef—, 7] at a step of;z; for ¢ to check if aj can is true, some bytes td/; must also be sent with a one-

be found such that both inequalities in Eq. 16 are satisfi@d-one transmission. This is becaug hasd;C bytes and

If no § can be found, the two receivers are not compatiblenly d; children, while each child has onlg' bytes which

Otherwise, we increase the magnitudeu:gf anduzz by 10% can be paired up with at most' bytes of U;. Therefore,

of their minimum values and conduct another search; thiswe may improve the schedule by replacing the one-to-one

continued until na can be found and thé found in the last transmissions t&/;; andU; with an OSMR transmission, thus

lgou21 + grugs| <1, |ugr + uga| < 1.

round is used as the solution. saving time. This, however, contradicts the optimality loé¢ t
schedule.
B. Proof of Theorem 1 Claim 2: Given any optimal schedule, we can rearrange it

Proof: We reduce the Maximum Independent Set (MIS) protguch that all bytes to any second level node are sent along
lem to the OTWO problem. In a graph, a set of vertice&ith bytes to only one of its parents.

areindependentf no two vertices in the set are adjacent td=xplanation: Before proving this claim, we note that if it
each other. A maximum independent set is an independentisetrue, we need only consider such optimal schedules. To
with the maximum cardinality. We note that we consider MiSee the claim is true, suppose in an optimal schedule, there
instances with no isolated vertices, which will not reduse t exists a second level nodé; which hasz bytes andC' —
complexity of the MIS problem because the isolated vertic®ytes sent along withl; and U;, respectively. Note that
must belong to any maximum independent set. according to Claim 1, no one-to-one transmission is scheedul

Given any instance of the MIS problem, we construct der U;;. Denote the two sub-schedules @#;,U;;), (z,z)]

instance of OTWO problem as follows. Denote the graph &nd[(U;, Ui;), (C — x,C — x)], respectively. Note that in this
the MIS instance a&' and suppose it had’ vertices ande  case, there are at leaSt— x bytes ofU; sent with a one-to-
edges. The construction consists of three steps: one transmission, denoted as sub-schedle, —), (W, —)]

« Creation of nodesFor any vertex, say;, in G, create a WhereW > € — . We can easily rearrange the three sub-
“first level” nodeU;. For any edge ifG, say,e;;, create a Schedules intd(Us, Uy), (C, C)), [(Uj, —), (C — z, —)] and
“second level” noddJ;;. U;; is referred to as the “child” [(Uis =), (W — €+, —)] which does not increase the total
of U;. Note thatU;; is also a child ofU;; in this sense, transmission time and overhead. This can be repeated for all
U;; andUj; refer to the same node in this constructionS€cond level nodes.

« Assignment of the buffer stateBor a first level nodé/;, Claim 3: We say a first level node maturatedif all its
if the degree ofv; in G is d;, it hasd;C urgent bytes, bytes are sent along with bytes to its children with OSMR. If
where C is a constant. Each second level node Khas the number of saturated first level nodeslisn an optimal
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schedule, the total amount time used by this schedule is

B+ S+ e 29 S EC g
= g—l-(E—i-N—I)ﬁ. 17)

Explanation; We note that there afeé second level nodes.
According to Claim 2, one sub-schedule must be scheduled
for each of them which takes a total &f(3 + £) time. For

the first level nodes, if no OSMR is used, they have to consume
N3+ % time. However, a total of£C' bytes of the first
level nodes are sent along with their children with OSMR, so
the transmission time must be deducted%@. In addition,

if a first level node is saturated, no one-to-one sub-scleeidul
needed for this node and the overhead can be saved. Therefore
the transmission time is further deducted by.

Claim 4: Let the set of saturated first level nodes in a
schedule bed and the set of vertices i’ corresponding
to A asV4. V4 must be an independent set.

Explanation: Note that if two first level nodes correspond to
two adjacent vertices itir, they cannot both be saturated. This

is because they share a same child and the child can be paired
up with only one parent.

Claim 5: LetV4 be an independent set @& with size|Vy4].
There exists a schedule for the OTWO instance with no less
than |V4| saturated first level nodes.

Explanation: We explicitly construct the schedule as faio
First, create a sub-schedule for each node using only one-
to-one transmission with which all data of this node is sent.
Second, for each first level node corresponding to a vertex in
V4, piggyback all its data with the data of its children using
OSMR, then remove the one-to-one transmission scheduled
for this node earlier. We note that this can always be done
becausd/, is an independent set, and therefore no two first
level nodes corresponding to verticeslin share a common
child. Clearly, this will result inV4| saturated first level nodes.
Finally, we may establish the claim that given an optimal
scheduleS* for the OTWO instance, the set of saturated first
level nodes determines a maximum independent sét. ikve
denote the set of saturated first level nodesSinas A and
the set of vertices itz corresponding tod as V4. Based on
Claim 4,V, is an independent set. If4 is not a maximum
independent set, there exists a maximum independent é&t in
denoted ad/g, with size larger tharl4,. Based on Claim 5,
we can make a scheduf# for the OTWO instance according
to Vp with more saturated first level nodes thanDenote the
set of saturated first level vertices # as B. It is possible that
S’ may still have unsaturated second level nodes. We may scan
the first level nodes not iB following any arbitrary order;
for each such first level node, we may saturate its unsatlrate
children one by one by piggybacking its data with the data of
its child. As the data of a first level node is enough to sagurat
all its children, all second level nodes are saturated iretice
With the same arguments as in Claim 3, it is clear that the time
used byS’ is also given by Eqg. 17; however, & has more
saturated first level nodes thafi, S’ is a better schedule than
S*, hence a contradiction. [ ]
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