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Low-Loss Switching Fabric Design for Recirculating
Buffer in WDM Optical Packet Switching Networks

Using Arrayed Waveguide Grating Routers
Zhenghao Zhang and Yuanyuan Yang, Senior Member, IEEE

Abstract—In this paper, we give a new switching fabric design for
the recirculating buffer in optical packet switching networks. We
note that since a packet to be buffered can be routed to any delay
lines, the switching fabric connecting packets to the delay lines can
be simplified. We give a design based on the arrayed waveguide
grating router, and give a simple linear time-control algorithm for
assigning buffer locations to the packets. To the best of our knowl-
edge, this is the first switching fabric specifically designed for re-
circulating buffers which takes advantage of the fact that packets
can be routed to any delay lines.

Index Terms—Arrayed waveguide grating router (AWGR), con-
centrator, optical packet switching (OPS), recirculating buffer.

I. INTRODUCTION AND BACKGROUND

OPTICAL networks with wavelength division multiplexing
(WDM) are now widely regarded as the candidate for fu-

ture backbone networks because of their nearly unlimited band-
width. In this paper, we study the optical packet switching (OPS)
network, as it has better flexibility and is more bandwidth-effi-
cient [7].

In OPS networks, output contention may arise when packets
on the same wavelength are destined to the same output fiber.
Output contention can be resolved by temporarily storing
packets in a buffer. Currently, optical buffers can be emulated
with fiber delay lines (FDLs) which delay the incoming signal
for a certain amount of time proportional to the lengths of the
FDLs. FDLs are large in size, and as suggested by [1], [2],
[8], [10], and [12], it is more cost-effective to let the FDLs
be shared by all outputs to reduce the cost and size of the
switch. The basic idea of a WDM switch with shared buffer is
shown in Fig. 1(a). As in [5] and [7], we assume that the OPS
network is time-slotted, the duration of a packet is one time
slot, and the packets arrive at the switch at the beginning of
time slots. The switch has input fibers and output fibers.
Inside the switch, there are FDLs, each capable of delaying
a packet for one time slot. To ensure an acceptable throughput,

, as can be seen in the results in [12], where is
usually around 4 but often needs to be no less than 16. On

Paper approved by A. Pattavina, the Editor for Switching Architecture Perfor-
mance of the IEEE Communications Society. Manuscript received September
29, 2004; revised October 13, 2005 and January 25, 2006. This work was sup-
ported in part by the U.S. National Science Foundation under Grants CCR-
0073085 and CCR-0207999.

The authors are with the Department of Electrical and Computer Engi-
neering, State University of New York, Stony Brook, NY 11794 USA (e-mail:
yang@ece.sunysb.edu).

Digital Object Identifier 10.1109/TCOMM.2006.878838

each fiber, there are wavelengths. The input composite signal
is first demultiplexed, then the separated signals on distinct
wavelengths are fed into wavelength converters to be converted
to proper wavelengths. The converted signals are then sent to
a switching fabric. If there is no contention, an arriving packet
is routed to its destination output fiber by the switching fabric;
otherwise, it is routed to one of the delay lines, also by the
switching fabric. After being delayed for one time slot, the
buffered packet will come out of the delay line. If the packet
still cannot be sent to the output fiber, it will be routed to the
delay lines again; otherwise, it will be sent to the output fiber.
The switch is named “recirculating” because a packet will keep
circulating in the switch until being sent out to the output fiber.

Note that the switching fabric has two types of inputs: the
“input fiber inputs,” which are packets arriving at the input fibers
of the switch, and the “delay line inputs,” which are packets
coming out of the delay lines. It also has two types of outputs:
the “output fiber outputs,” which are the wavelength channels
on the output fibers of the switch, and the “delay line outputs,”
which are the wavelength channels on the delay lines. It is con-
venient to consider the switching fabric as a single piece of
switching fabric, that is, to assume that it connects both types
of inputs to both types of outputs. However, we note that the
requirements for connecting the inputs to the two types of out-
puts are quite different, because while a packet that is sent to the
“output fiber outputs” must be sent to the correct output fiber, a
packet that is sent to the “delay line outputs” can be sent to any
delay line, since any delay line will give it a one-time-slot delay,
as required. As a result, the switching fabric connecting the in-
puts to the “delay line outputs” can be much simpler than the
the switching fabric connecting the inputs to the “output fiber
outputs.” Based on this observation, we propose to “break” the
switching fabric into two, as has been conceptually shown in
Fig. 1(b), in which one fabric, Switching Fabric 1 (SF1), is used
for connecting the inputs to the “output fiber outputs,” and the
other fabric, Switching Fabric 2 (SF2), is used for connecting the
inputs to the “delay line outputs.” As in the figure, after wave-
length conversion, each input will be sent to a 1 2 switch which
will forward the packet to one of the switching fabrics. Packets
that can be sent to the output fibers are sent to SF1, which will
route them out of the switch. Packets that can be buffered are
sent to SF2, which will route them to wavelength channels on
the delay lines. The exits of the delay lines are connected back
to the input side of the switch, such that after a packet has been
delayed for one time slot, it can be switched again, either to the
output fibers to exit the switch or to the delay lines one more
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Fig. 1. (a) Optical packet switch with recirculating buffering and wavelength conversion. (b) Using two switching fabrics.

time. It should be noted that although a total of addi-
tional 1 2 switches are needed, this new design will reduce the
overall cost of the switch, since is usually much larger than

, and SF2 can be much simpler than a nonblocking switching
fabric.

SF1 can be a crossbar. In this paper, we focus on the design
of SF2. SF2 has inputs and outputs. Note that at
any time, the number of packets routed by SF2 should not ex-
ceed , since the buffer can hold only packets. Since the
total number of packets can be as high as , we assume
that there is an algorithm that selects no more than packets
to be sent to SF2 based on criteria such as quality of service
and fairness, etc. Packets that are not sent to SF2 are either sent
to SF1 to be routed to the output fibers or simply dropped. In
this paper, we only focus on the design of SF2 and realize the
function of the following. Given no more than packets, ei-
ther coming from the input fibers or from the delay lines, route
each packet to a wavelength channel on the delay lines. Note
that it does not guarantee that a packet can always be routed to
a specific wavelength channel; instead, it only guarantees that
a packet can always be routed to some wavelength channel. In
other words, it is a concentrator [9], and in the rest of the paper,
we will also refer to SF2 as the WDM concentrator.

We will use the arrayed waveguide grating router (AWGR) to
implement SF2. AWGR is a low-loss all-optical switching de-
vice, and is now commercially available. It is desirable to use
a low-loss device to build SF2, since a buffered packet has to
be switched by SF2, and thus, experiences switching loss every
time it is recirculated through the switch. One major limita-
tion of an AWGR is that the number of wavelengths that can
be routed from an input fiber to an output fiber is often much
less than (the total number of wavelengths), while in practice,
the number of packets going from one input fiber to an output
fiber can be as many as . As a result, it is relatively complicated
to use AWGR to build nonblocking switching fabrics [4], [11].
However, in a concentrator, this is no longer a constraint, since
the packets do not have specific destinations. Therefore, AWGR
can be considered as an ideal device for implementing SF2.

Fig. 2. AWGR with three input/output fibers and six wavelengths per fiber.

The rest of the paper is organized as follows. Section II de-
scribes the routing functions of AWGR. Section III describes
the hardware and control algorithm of the concentrator using
AWGR. Finally, Section IV concludes this paper.

II. ARRAYED WAVEGUIDE GRATING ROUTER

AWGR is a device that provides fixed routing patterns be-
tween inputs and outputs. The lengths of the paths from an input
to the outputs are carefully calibrated, such that at an output,
only one wavelength will “add in phase” while other wave-
lengths will “cancel out.” As a result, different wavelengths will
be routed to different output fibers, depending on the wave-
lengths. Note that signals are not split in an AWGR, and thus will
not experience splitting loss as in broadcast-and-select switches.

It is usually assumed that in an AWGR with input/output
fibers, wavelength on the th input fiber is routed to the

th output fiber [11]. As in [11], we also assume
that is small, as compared with , and is a multiple of .
Given the large number of wavelengths a fiber can carry, practi-
cally, this is not a restriction. Fig. 2 shows an AWGR with three
input fibers and three output fibers, with each fiber carrying six
wavelengths, where represents on the th input fiber. In
an AWGR, to send a packet from to an input fiber to an output
fiber, the wavelength of the packet should be converted to one
of the wavelengths that will be routed to this output fiber.

III. THE WDM CONCENTRATOR

A. Hardware Setup

Our design of SF2 is shown in Fig. 3. The inputs to SF2 are
the wavelength channels from the input fibers (input fiber
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Fig. 3. (N + B)k � Bk WDM concentrator.

inputs), and wavelength channels from the delay lines (delay
line inputs), which are shown in the upper and lower part of the
input side, respectively. Before entering the concentrator, the
wavelength of a packet should have been converted to a proper
wavelength, which is determined by the control algorithm to be
described later. Packets coming from the same input fiber or
the same delay line are recombined into one composite signal
to be routed by AWGRs. There are two AWGRs. One has
input fibers and output fibers, called the “input fiber AWGR”
(IF-AWGR), to which packets from the input fibers are sent. The
other has input fibers and output fibers, called the “delay
line AWGR” (DL-AWGR), to which packets from the delay
lines are sent. The routing pattern of the DL-AWGR is the same
as the AWGR in Section II. The routing pattern of the input
fibers of the IF-AWGR is the same as the first input fibers of
the DL-AWGR. At the output side of the IF-AWGR, the signal
on an output fiber is first demultiplexed, then the signal on each
wavelength is sent to a wavelength converter to be converted to
a proper wavelength. After that, the signals are recombined into
one composite signal, which will be further combined with the
signal at the corresponding output fiber of the DL-AWGR and
then be sent to the delay line.

The wavelength conversion following the IF-AWGR is for
resolving possible contentions, because, as can be seen in the
figure, packets on the th output fiber of both AWGRs are sent
to the th delay line. If there is no wavelength conversion, con-
tention will arise; for example, when there is a packet on on
the first input fiber of both the IF-AWGR and the DL-AWGR,
both will be routed to the first delay line on . Clearly, this
problem can be solved by converting the wavelength of one
packet to another wavelength. Note that there are only
nonidle wavelengths on an output fiber of the IF-AWGR, and
therefore, only wavelength converters are needed. This is
because, for example, suppose . Since the
routing patterns of the input fibers of the IF-AWGR are the same
as the first two input fibers of a 3 3 AWGR, the first output fiber

TABLE I
CONTROL ALGORITHM FOR THE CONCENTRATOR

of the IF-AWGR will have four nonidle wavelengths, which are
and (from input fiber 0) and and (from input fiber

1), as can be derived from Fig. 2, and and on this output
fiber will never receive any packets. This is one of the reasons
for us to choose to convert the wavelengths of packets from
the IF-AWGR rather than from the DL-AWGR, since other-
wise, wavelength converters are needed where . An-
other reason is that more devices, e.g., more demultiplexers and
combiners, means more insertion loss. Packets from the input
fibers will experience this additional loss in the additional wave-
length conversion stage; however, they experience this loss only
once, since after that, they will enter the delay lines, and packets
from the delay lines need not go through the additional wave-
length conversion stage, and need not suffer this additional loss
every time they are circulated in the switch. Also note that the
switching time of the switch is mainly determined by the tuning
time of the wavelength converters, which are fixed-input/tun-
able-output converters. The tuning time of the inside tunable
laser of the converter is on the order of several tens of nanosec-
onds [13], therefore, the switching time of the switch is on the
order of several tens of nanoseconds.

B. Control Algorithm

With this hardware setup, a control algorithm is needed to
assign the wavelength channels on the delay lines to the packets.
Recall that SF2 should be able to connect any input to some
output if the total number of active inputs is no more than .
Our algorithm is shown in Table I, where it can be easily seen
that it runs in time which is linear to the input size.
In the following, we explain how it works.

First, we will consider inputs to the DL-AWGR. We will
check input fibers to the DL-AWGR one by one, and when
checking an input fiber, we check the wavelengths one by one.
When a packet is found, its wavelength will be converted to a
wavelength that will be routed to the th output fiber of the
DL-AWGR, after which , where is an
integer initially set to zero.
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We now explain why this routing mechanism is correct. First,
note that packets from different input fibers of the DL-AWGR
are routed to different wavelength channels. Thus, the routing
mechanism is correct if it does not attempt to route more than

packets on one input fiber of the DL-AWGR to the same
output fiber of the DL-AWGR, since, as can be seen in Fig. 2,
at most packets can be sent from one input fiber to one
output fiber. However, clearly this will not happen, since when
checking an input fiber, we will distribute the packets over all
output fibers in a round-robin manner, and no output fiber will
receive more than packets from one input fiber.

After routing the inputs to the DL-AWGR, inputs to the
IF-AWGR are routed in a similar manner, that is, we always
convert the wavelength of a packet to a wavelength, say, ,
that will be routed to the th output fiber of the IF-AWGR.
However, if there has already been another packet that will
be routed to on the th delay line, that is, if this wave-
length channel has already been occupied, we will convert
the wavelength of the packet currently under consideration
from to a free wavelength on the the th delay line by the
wavelength converters following the IF-AWGR. Note that the
routing mechanism for the IF-AWGR is correct if it does not
route a packet to a delay line already full, i.e., with no free
wavelength channels. However, this will not happen, since due
to the round-robin manner of the algorithm, the th output fiber
of the IF-AWGR will be connected to the th delay line which
always has the minimum number of occupied wavelength
channels. That is, if the th delay line is full, the buffer is full.
However, if the buffer is full, there cannot be more packets that
should be routed by SF2, since the total number of packets is
no more than .

Combining the above discussions, we have the following the-
orem.

Theorem 1: The switching fabric shown in Fig. 3 is capable
of assigning a wavelength channel on the delay lines to each
packet if the total number of packets is no more than .

IV. CONCLUSION

In this paper, we gave a new switching fabric design for the
recirculating buffer in OPS networks. We used the fact that a
packet to be buffered can be routed to any delay lines to simplify
the switching fabric. We gave a design based on AWGR, and
gave a simple linear time control algorithm for assigning buffer
locations to the packets.
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