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Abstract—In this paper, we consider using simultaneous Multiple Packet Transmission (MPT) to improve the downlink performance of
wireless networks. With MPT, the sender can send two compatible packets simultaneously to two distinct receivers and can double the
throughput in the ideal case. We formalize the problem of finding a schedule to send out buffered packets in minimum time as finding a
maximum matching problem in a graph. Since maximum matching algorithms are relatively complex and may not meet the timing
requirements of real-time applications, we give a fast approximation algorithm that is capable of finding a matching at least 3/4 of the
size of a maximum matching in O(|E|) time, where |E| is the number of edges in the graph. We also give analytical bounds for
maximum allowable arrival rate, which measures the speedup of the downlink after enhanced with MPT, and our results show that the
maximum arrival rate increases significantly even with a very small compatibility probability. We also use an approximate analytical
model and simulations to study the average packet delay, and our results show that packet delay can be greatly reduced even with a

very small compatibility probability.

Index Terms—Multiple packet transmission, multiple-input, multiple-output (MIMO), wireless LAN, matching, approximation algorithm,

maximum allowable arrival rate, packet delay.

1 INTRODUCTION

IRELESS access networks have been more and more

widely used in recent years, since compared to the
wired networks, wireless networks are easier to install
and use. Due to the tremendous practical interests, much
research effort has been devoted to wireless access networks
and great improvements have been achieved in the physical
layer by adopting newer and faster signal processing
techniques, for example, the data rate in 802.11 wireless
Local Area Network (LAN) has increased from 1 Mbps in the
early version of 802.11b to 54 Mbps in 802.11a [8]. We have
noted that in addition to increasing the point to point
capacity, new signal processing techniques have also made
other novel transmission schemes possible, which can greatly
improve the performance of wireless networks. In this paper,
we study a novel Multiple-Input, Multiple-Output (MIMO)
technique called Multiple Packet Transmission (MPT) [1],
with which the sender can send more than one packet to
distinct users simultaneously (Fig. 1).

Traditionally, in wireless networks, it is assumed that
one device can send to only one other device at a time.
However, this restriction is no longer true if the sender has
more than one antenna. By processing the data according to
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the channel state, the sender can make the data for one user
appear as zero at other users such that it can send distinct
packets to distinct users simultaneously. We call it MPT
and will explain the details of it in Section 2. For now, we
want to point out the profound impact of MPT technique
on wireless LANs. A wireless LAN is usually composed of
an Access Point (AP), which is connected to the wired
network, and several users, which communicate with the
AP through wireless channels. In wireless LANs, the most
common type of traffic is the downlink traffic, i.e., from the
AP to the users when the users are browsing the Internet
and downloading data. In today’s wireless LAN, the AP
can send one packet to one user at a time. However, if the
AP has two antennas and if MPT is used, the AP can send
two packets to two users whenever possible, thus doubling
the throughout of the downlink in the ideal case.

MPT is feasible for the downlink because it is not
difficult to equip the AP with two antennas, in fact, many
wireless routers today have two antennas. Another advan-
tage of MPT that makes it very commercially appealing is
that although MPT needs new hardware at the sender, it
does not need any new hardware at the receiver. This
means that to use MPT in a wireless LAN, we can simply
replace the AP and upgrade software protocols in the user
devices without having to change their wireless cards and,
thus, incurring minimum cost.

In this paper, we study problems related to MPT and
provide our solutions. We formalize the problem of sending
out buffered packets in minimum time as finding a maximum
matching in a graph. Since maximum matching algorithms are
relatively complex and may not meet the speed of real-time
applications, we consider using approximation algorithms
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Fig. 1. MPT—The AP can send two packets to two users simultaneously.

and present an algorithm that finds a matching with size at
least 3/4 of the size of the maximum matching in O(| E|) time,
where |E|is the number of edges in the graph. We then study
the performance of a wireless LAN enhanced with MPT and
give analytical bounds for maximum allowable arrival rate.
We also use an analytical model and simulations to study the
average packet delay.

Enhancing wireless LANs with MPT requires the Media
Access Control (MAC) layer to have more knowledge about
the states of the physical layer and is therefore a form of cross-
layer design. In recent years, cross-layer design in wireless
networks has attracted much attention because of the great
benefits in breaking the layer boundary. For example, Liu et
al. [5] and Kawadia and Kumar [6] considered packet
scheduling and transmission power control in cross-layer
wireless networks. However, to the best of our knowledge,
packet scheduling in wireless networks in the context of MPT
has not been studied before. Lang et al. [3] and Dimic et al. [4]
have considered Multiple Packet Reception (MPR), which
means the receiver can receive more than one packet from
distinct users simultaneously. MPR is quite different from
MPT since MPR is about receiving multiple packets at one
node while MPT is about sending multiple packets from one
node to multiple nodes.

The rest of this paper is organized as follows: Section 2
explains MPT. Section 3 describes the modifications to the
MAC layer protocol. Section 4 describes our packet schedul-
ing algorithms. Section 5 gives performance analysis. Sec-
tion 6 concludes this paper. Finally, the Appendix contains
some mathematical derivations and discussions on the user
compatibility probability in wireless LANS.

2 MuLTIPLE PACKET TRANSMISSION

In this section, we briefly explain the MPT technique. As
mentioned earlier, to use MPT, the sender makes the data
sent for one user appear as zero at other users. This is possible
if the sender has more than one antenna. With multiple
antennas, the sender can adjust the amplitude and phase of
the transmitted signals on different antennas such that the
signals will add up constructively or destructively as desired.

Wireless channels can be modeled as complex baseband
channels, which means that with one antenna at the sender,
the receiver will receive y = h*d, where d is the complex data
sent by the sender, and 4 is the complex channel coefficient.
The receiver can recover the data by dividing y by h. Note
that here we consider flat fading, which means that there is

no intersymbol interference, and do not consider noise so
that the core idea of MPT can be more easily seen.

If there are two antennas at the sender, the sender can
send two different symbols denoted as z; and z on
antenna 1 and antenna 2, respectively. If there are two
receivers, receiver 1 will receive y; = hj,x1 + hj,x2 and
receiver 2 will receive y» = hj;x1 + h3,x2, where hy; is the
channel coefficient from antenna j to user . For simplicity,
we will use h; to denote [h;, hig]T and use x to denote
[%1, xﬂT, and call them the channel coefficient vector and the
transmitted vector, respectively. In the vector form, receiver
¢ will receive y; = hix.

Now, let d; and dy denote the data that should be sent to
receiver 1 and receiver 2, respectively. We cannot simply
send d; via antenna 1 and d; via antenna 2 because the data
will be mixed up at the receivers. However, suppose there
are vectors u; = [ui1, ulg]T and uy = [ug, uzg}T such that
hiu; = 0 and hiju; = 0. We can let the transmitted vector be
x = diwy + dyuy, that is, send diui; + dau on antenna 1
and djus; + daugs on antenna 2. Thus, receiver 1 will receive
hi(diu; + dyuy) = dihju;, and similarly, receiver 2 will
receive dyhju,, thus distinct data are sent to each receiver.

u; can be any vector that lies in Vj, which is the space
orthogonal to hy, however, to maximize the received signal
strength, u; should lie in the same direction as the projection
of h; onto Vi. uy should be similarly chosen. Since the total
transmitted power is limited, not all pairs of receivers are
compatible, i.e., can use MPT. The detailed discussions on
compatible criteria can be found in Appendix A.1. Basically,
the sender should choose two receivers if their channel
coefficient vectors are already near orthogonal.

To perform MPT, the sender needs four more complex
multipliers. It also needs to know the channel coefficient
vectors of the receivers and run algorithms to smartly pair
up the receivers. However, the receivers need no additional
hardware and can receive the signal as if the sender is only
sending to it. It is also possible to send to more than two
receivers at the same time if the sender has more than two
antennas. In this paper, we focus on the more practical two-
antenna case. Also note that MPT requires wireless channels
to be slowly changing as compared to the data rate, which is
often true in a wireless LAN where the wireless devices are
stationary for most of the time.

3 MAC LAYER MODIFICATIONS

In this section, we describe the modifications to the MAC
layer protocol, in particular, 802.11, to support MPT. We say
two users U; and U, are compatible if they can receive at the
same time. If U; and U, are compatible, sometimes we also
say that the packets destined for U; and U, are compatible.

The AP keeps the record for the channel coefficient
vectors of all nodes that have been reported to it previously.
If, based on the past channel coefficient vectors, U; and U,
are likely to be compatible and there are two packets that
should be sent to them, the AP sends out a Require To Send
(RTS) packet, which contains, in addition to the traditional
RTS contents, a bit field indicating that the packet about to
send is an MPT packet. If U; appears earlier than U, in the
destination field, upon receiving the RTS packet, U; will
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Fig. 2. Four packets and different schedules.

first reply a Clear To Send (CTS) packet containing the
traditional CTS contents plus its latest channel measure-
ments. After a short fixed amount of time, U, will also reply
a CTS packet. After receiving the two CTS packets, the AP
will update their channel coefficient vectors. It will then
decide whether U; and U, are still compatible, and if so, the
AP will send two packets to them. If in the rare case that the
channels have changed significantly such that they are no
longer compatible, the AP can choose to send to only one
node. Therefore, before sending the data packets, the AP
first sends 2 bits in which bit ¢ is “1” means the packet for U;
will be sent for 1 < ¢ < 2. After the data packet is sent, U;
and U; can reply an acknowledgment packet in turn.

In this paper, we consider matching user packets of the
same size. As measurement study [13] shows, typical packets
in a wireless LAN are of two sizes, the data packets of size
around 1,500 bytes and the acknowledgment packets of size
around 40 bytes. Because MPT involves the overhead of
RTS/CTS packet exchange, it is most efficient for the data
packets. In this paper, for simplicity, we consider the case
when the data rates of the users are the same. When the data
rates are the same, all data packets takes roughly the same
amount of time to transmit, which will be referred to as a time
slot. We do not make any assumption about the compat-
ibilities of users and treat them as arbitrary.

4 SCHEDULING ALGORITHMS FOR ACCESS POINTS

While the idea of MPT is simple, the AP will encounter the
problem of how to match the packets with each other to
send them out as fast as possible. For example, suppose in
the buffer of the AP there are four packets destined for four
users denoted as v, vs, v3, and vy, respectively. Assume
packet v; is compatible with v;+; for 1 < ¢ <3, as shown at
the top of Fig. 2, where there is an edge between two
packets if they are compatible. If we match v, with v, the
four packets have to be sent in three time slots since v; and
vy are not compatible. However, a better choice is to match
vy with v; and match v3 with vy and send the four packets in
only two time slots. When the number of packets grows, the
problem of finding the best matching strategy will become
more difficult. In this section, we describe algorithms that
solve this problem.

4.1 Algorithm for Optimal Schedule

We call a schedule by which packets can be sent out in
minimum time an optimal schedule. Clearly, in an optimal
schedule, the maximum number of packets is sent out in
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Fig. 3. “Shortcut” exists. The matching edges are shown as heavy lines
and the nonmatching edges are shown as dashed lines.

pairs; therefore, the problem of finding an optimal schedule
is equivalent to finding the maximum number of compatible
pairs among the packets. To solve this problem, as shown in
Fig. 2, we draw a graph G, where each vertex represents a
packet and two vertices are adjacent if the two packets are
compatible. In a graph, a matching M is defined as a set of
vertex disjoint edges, that is, no edge in A has a common
vertex with another edge in M. Therefore, the problem
reduces to finding a maximum matching in G. For example,
the second matching in Fig. 2 is a maximum matching while
the first one is not. Maximum matching in a graph can
be found in polynomial time by algorithms such as the
Edmonds’ Blossom Algorithm, which takes O(N*) time,
where N is the number of vertices in the graph [10], [2].

Before continuing our discussion, we first give the
definitions of some terms. Let M be a matching in a
graph G. We call edges in M the “matching edges.” If a
vertex is incident to an edge in M, we say it is
“M-saturated” or simply “saturated;” otherwise, it is
“M-unsaturated” (unsaturated) or “M-free” (free) or “sin-
gle.” An M-augmenting path is defined as a path with
edges alternating between edges in M and edges not in 1,
and with both ends being unsaturated vertices. For
example, with regard to the first matching in Fig. 2,
v —vy—v3—vy is an augmenting path. It is well known in
graph theory that the size of a matching can be incremented
by one if and only if there can be found an augmenting path.

The buffer of the AP may store many packets, as a result,
the graph can be quite large. However, the size of the graph
can be reduced by taking advantage of the fact that vertices
that represent packets for the same user have exactly the
same set of neighbors in the graph. More specifically, in the
graph, we say vertices u and v belong to the same equivalent
group, or simply the same group, if the packets they
represent are for the same user. Vertices that belong to the
same group have the same neighbors and are not adjacent to
each other. Let A = {ay,a9,a3} and B = {b1,bs,b3} be two
groups of vertices and suppose a; is matched to b; for
1 <4 < 3. We have the following lemma:

Lemma 1. If there is an augmenting path traversing all three
matching edges between A and B, there must exist an
augmenting path traversing only one matching edge between
A and B.

Proof. This can be best explained with the help of Fig. 3,
where edges in the matching are shown as heavy lines
and edges not in the matching are shown as dashed lines.
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As in the figure, suppose an augmenting path traversing
all three matching edges between A and B is
r—a;—by—c—d—by—as—e—f—az—bs—y. However, if z is
adjacent to a;, it must also be adjacent to a3 since a; and
az belong to the same group, thus there is a shorter
augmenting path traversing only the last matching edge
between A and B, which is x—a3—bs—y. (Note that the
same proof also holds if in the augmenting path, the
segment between, say, b; and b, is longer.) O

As a result of this lemma, if there exists an augmenting
path, there must also exist an augmenting path traversing
no more than two matching edges between any two groups
of vertices. This is because if the path traverses more than
two matching edges between two groups of vertices, as we
have shown in the lemma, there must be a shortcut by
which we need only to traverse the last of the first three
matching edges, and we can keep on finding such shortcuts
and reducing the number of traversed matching edges until
it is less than 3. Therefore, for any two groups of vertices,
only two matching edges between them need to be kept and
other redundant matching edges can be removed. After
that, there will be O(n?) saturated vertices left, where n is
the number of users. Also note that for the purpose of
finding augmenting paths, only one of the unsaturated
vertices belonging to each group needs to be considered.
Therefore, the graph we work on contains O(n?) number of
vertices, which does not depend on the size of the buffer.

4.2 Practical Considerations

Although the optimal schedule can be found for a given set
of packets by the maximum matching algorithm, in practice,
the packets do not arrive all at once but arrive one by one. It
is not feasible to run the maximum matching algorithm
every time a new packet arrives due to the relatively high
complexity of the algorithm. Therefore, after a new packet
arrives, we can match it according to the following simple
strategy: A new vertex is matched if and only if it can find
an unsaturated neighbor. In this way, we always maintain a
maximal matching, where a matching M is maximal in G if
no edge not belonging to M is vertex disjoint with all edges
in M. For example, the two matchings in Fig. 2 are all
maximal matchings. The maximum matching algorithm can
be called only once a while to augment the existing maximal
matching.

Another problem is that the packets do not stay in the
buffer forever and must be sent out. We will have to make
the decisions of which packet(s) should be sent out once the
AP has gained access to the media and there is a delicate
tradeoff between throughput and delay. To improve the
throughput, we should always send out packets in pairs;
however, this policy favors the packets that can be matched
over the packets that cannot be matched and will increase
the delay of the latter. To prevent excessive delay of the
single packets, in practice, we can keep a time stamp for each
packet and if the packet has stayed in the buffer for a time
longer than a threshold, it will be sent out the next time the
AP has gained access to the media. If there are multiple such
packets, the AP can choose a packet randomly. The threshold
can be determined adaptively based on the measured delays
of the packets that were sent out in pairs.

Finally, although maximum matching can be found in
polynomial time, maximum matching algorithms are in
general complex [11] and may not meet the timing
requirements of real-time applications, considering that
the processors in the AP are usually cheap and not powerful.
Therefore, in some cases, a fast approximation algorithm
that is capable of finding a “fairly good” matching may be
useful, which will be discussed next.

4.3 A Linear Time 3/4 Approximation Algorithm for
Finding Maximum Matching

The simplest and most well-known approximation algorithm
for maximum matching simply returns a maximal matching.
It is known that this simple algorithm has O(|E|) time
complexity, where |E| is the number of edges in the graph
and has a performance ratio of 1/2, which means that the
matching it finds has a size at least half of AM* where M*
denotes the maximum matching. In this section, we give a
new O(|E|) approximation algorithm for maximum match-
ing with an improved performance ratio of 3/4. To the best of
our knowledge, it is the first linear time approximation
algorithm for maximum matching with 3/4 ratio.

The idea of our algorithm is to eliminate all augmenting
paths of length no more than 5. Note that any M-augmenting
path must have ¢ edges in M and i + 1 edges not in M for
some integer ¢ > 0. Therefore, if the shortest M-augmenting
path has length at least 7, ‘K,\ﬁ‘ > 3/4, since to increment the
size of the matching by one, the “trade ratio” is at least 3/4,
i.e., the best we can do is to take out three edges in M and
add in four edges not in M.

A maximal matching does not have augmenting paths of
length 1, which is why the size of a maximal matching is at
least a half of the size of a maximum matching. In our
algorithm, we will start with a maximal matching and then
eliminate augmenting paths of length 3 and then of length 5.
As can be seen, the algorithms themselves are simple and
straightforward. However, it is interesting and somewhat
surprising that they can be implemented to run in linear time.

4.3.1 Eliminating Augmenting Paths of Length 3

We start with a maximal matching denoted by S and the
output of our algorithm is denoted by M. For each vertex, a
list is used to store its neighbors. An array is used to store
the matching, that is, the ith element in the array is the
vertex matched to the ith vertex. Note that with this array, it
takes constant time to augment the matching with fixed
length augmenting paths or to check whether a particular
vertex is saturated or not.

The algorithm is summarized in Table 1. Initially, let
M = S. We will check edges in S from the first to the last to
augment M. When checking edge (u, v), we check whether
both v and v are adjacent to some distinct unsaturated
vertices. If there are such vertices, say, v is adjacent to x and
v is adjacent to y, there is an M-augmenting path of length 3
involving (u,v), which is z—u—v—y. We can eliminate this
augmenting path and augment M by removing (u,v) from
M and adding (u, z) and (v, y) to M. We call (u, z) and (v,y)
the new matching edges. To find z and y, we can first
search all neighbors of v and let z be the first M-free
neighbor of u. We will temporarily assign « to u and mark z
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TABLE 1
Finding Augmenting Paths of Length 3

Initially, M = .S where S is a maximal matching.
fori=1to|S|do
Let (u,v) be the i*" edge in S.
Check if » and v have distinct unsaturated neighbors.
if yes
Let the neighbors of v and v be x and ¥, respectively.
M — MU{(z,u), (0,)}\ {(,0)}.
end if
end for

as M-saturated. Clearly, if we cannot find an M-free
neighbor of u, we can quit checking (u,v) and go on to
check the next edge in S. Otherwise, we search all
neighbors of v and let y be the first M-free neighbor of v.
If such y is found, the augmenting path is found. If
otherwise, that is, if we cannot find an A/-free neighbor of v,
we cannot simply quit checking edge (u,v) since v may be
adjacent to x, which has been temporarily assigned to u,
while v may be adjacent to some other M-free vertices.
Therefore, if v is adjacent to z, we will “assign” « to v and
search the neighbors of u that have not been previously
searched. By doing this, we make sure that at the time when
checking (u,v), if there is a length-3 augmenting path
involving (u,v), it can be found. The algorithm terminates
when all edges in S have been checked this way.

Next, we prove the correctness and derive the complexity
of this algorithm. It is important to note that if the matching
is always augmented according to augmenting paths, the
following two facts always hold. First, all saturated vertices
will remain saturated after each augmentation. Second, as a
result of the first fact, if a vertex is unsaturated after an
augmentation, it must be unsaturated before the augmenta-
tion, and therefore, throughout the process M remains a
maximal matching.

Lemma 2. The new matching edges need not to be checked
because there cannot be augmenting paths of length 3
involving them.

Proof. To see this, suppose x—u—v—y is a length-3 augment-
ing path, as shown in Fig. 4. If there is a length-3
augmenting path involving one of the new matching
edges, say, (z,u), letit be s—z—u—t, as shown in the right
partof Fig. 4. Note that s and z are not saturated before the
matching is augmented according to z—u—v—y, which
contradicts the fact that the matching is always maximal.
The left part of Fig. 4 shows this situation. 0

Corollary 1. When the algorithm terminates, there is no length-3
augmenting path.

Proof. By contradiction, if there is still a length-3 augment-
ing path, let it be x—u—v—y, where u and v are saturated.
By Lemma 2, (u,v) cannot be a new matching edge;
therefore, it is in .S. But, this cannot happen since if such
an augmenting path exists after the algorithm terminates,
it must also exist when (u,v) was checked and should
have been found. O
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Fig. 4. Augmenting M according to z—u—v—y. s and z are both
unsaturated, which contradicts the fact that M is a maximal matching.

Unsaturated vertex — % e %
‘\ " ‘l
\’ |‘
Inner vertex —— U 4 l
Outer vertex v w S

Fig. 5. Inner vertices and outer vertices.

Lemma 3. The algorithm runs in O(|E|) time, where |E| is the
number of edges.

Proof. Note that when checking edge (u,v), the edges
incident to u and v were checked at most once. Since the
edges in S are vertex disjoint, the algorithm checks an
edge in G no more than twice. 0

Combining the above discussions, we have Theorem 1.

Theorem 1. The algorithm in Table 1 eliminates all length-3
augmenting paths in O(|E|) time.

4.3.2 Eliminating Augmenting Paths of Length 5

After eliminating augmenting paths of length 3, we search
for augmenting paths of length 5. We first check all edges in
the current matching to construct a set 7. A vertex v is
added to set T if v is matched to some vertex u and u is
adjacent to at least one unsaturated vertex. We call v an
“outer vertex” and u an “inner vertex,” as shown in Fig. 5.
Note that v can be both an outer vertex and an inner vertex
when v and u are both adjacent to the same unsaturated
vertex and are not adjacent to any other unsaturated
vertices. Clearly, to find augmenting paths of length 5 is to
find adjacent outer vertices. Also note that 7' can be
constructed in O(|E|) time.

The algorithm is summarized in Table 2 and works as
follows: We check the vertices in T" from the first to the last.
When checking vertex v, let u be the inner vertex matched
to v. We first obtain or update I(u), which is the list of
unsaturated neighbors of u: If [(u) has not been established
earlier, we search the neighbor list of u to get I(u);
otherwise, we check the vertex in [(u) (in this case, there
can only be one vertex in I(u), for reasons to be seen shortly)
and remove it from [(u) if it has been matched. After getting
l(u), if I(u) is empty, we quit checking v, remove v from T,
and go on to the next vertex in 7. Otherwise, we check the
neighbors of v to find an outer vertex. If an outer vertex w is
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TABLE 2
Finding Augmenting Paths of Length 5

Construct 7', the set of outer vertices.
while 7" is not empty
Let v be a vertex in 7' that has not been checked.
Suppose v is matched to u. Get or update I(u),
the unsaturated neighbor list of u.
if [(u) is empty
Remove v from 7" and continue to the next outer
vertex in 7.
end if
while not all neighbors of v have been checked
Let w be an outer vertex neighbor of v and suppose
w is matched to z.
Get or update [(z), the unsaturated neighbor list of z.
if [(z) is empty
Remove w from T and continue to the next
neighbor of v.
end if
Based on [(u) and [(2), determine if there is a
length-5 augmenting path.
if an augmenting path is found
Augment M according to this path and
remove both v and w from T
break from the inner while loop.
end if
end while
if no augmenting path is found
Remove v from T’
end if
end while

found to be adjacent to v, let z be the inner vertex matched
to w. We obtain {(z), which is the unsaturated neighbor list
of z, in the same way as for u. If [(z) is empty, we remove w
from 7" and go on to the next neighbor of v. Otherwise, we
check if there is an augmenting path of length 5 involving
(u,v) and (w, z), and note that this can be done in constant
time. This is because that 1) if /(z) contains at least two
vertices, there must be such a path; 2) if /() contains exactly
one vertex, there is such a path if and only if I(u) is different
from [(z). If an augmenting path is found, we augment M
according to this path and remove both v and w from T}
otherwise, we continue to check the next outer vertex
neighbor of v. If all neighbors of v have been checked and
no augmenting path is found, we remove v from 7" and
continue to the next vertex in 7. Now, we can see why if an
outer vertex is still in T after it has been checked, the
unsaturated neighbor list of the inner vertex matched to it
must contain exactly one vertex. This is because that if it
contains more than one vertices, an augmenting path must
have been found when checking this outer vertex and it
would have been removed from 7. The algorithm termi-
nates when 7' is empty. Note that this algorithm makes sure
that it will find an augmenting path of length 5 involving
(u,v) if such a path exists when checking outer vertex v.
Also note that removing an element in a set is equivalent to
marking this element, which takes constant time.

Fig. 6. No new augmenting paths of length 3 will be created.

Recall that if A is augmented by augmenting paths, M
remains to be a maximal matching, which means that it
does not have any augmenting path of length 1. The next
lemma shows that by augmenting M by length-5 augment-
ing paths, there will never be “new” augmenting paths of
length 3.

Lemma 4. Throughout the execution of the algorithm, no
augmenting paths of length 3 will be created.

Proof. By contradiction, since M does not have length-3
augmenting paths at the beginning, suppose the first
such a path was created after augmenting A with
length-5 augmenting path a—b—c—d—e—f. The length-3
augmenting path must involve one of the new matching
edges, which are (a,b), (c,d), and (e, f). If (¢, d) creates an
augmenting path of length 3, say, u—c—d—v, as shown in
the right part of Fig. 6a, there must exist augmenting
path a—b—c—u, which has length 3, as shown in the left
part of Fig. 6a, which contradicts the fact that there is no
such a path before the matching was augmented. Thus,
(c,d) cannot create an augmenting path of length 3. If
(a,b) creates an augmenting path of length 3, say,
z—a—b—y, as shown in the right part of Fig. 6b, x and
a must be both unsaturated before the matching was
augmented, as shown in the left part of Fig. 6b, which
contradicts the fact that the matching is always maximal.
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Fig. 7. No new matching edge will be involved in augmenting paths of
length 5.

Hence, (a,b) cannot create augmenting path of length 3
and for the same reason neither can (e, f). ]

Lemma 5 Throughout the execution of the algorithm, the new
matching edges cannot be involved in any augmenting path of
length 5.

Proof. Suppose during the execution of the algorithm, the
first time that a new matching edge becomes involved
in a length-5 augmenting path is after we augment the
matching according to augmenting path a—b—c—d—e—f.
We first show that (c, d) cannot be involved in augment-
ing path of length 5 by contradiction. If there is such an
augmenting path, there must be an unsaturated vertex
adjacent to either c or d. Let the unsaturated vertex be z,
and without loss of generality due to symmetry, suppose
x is adjacent to ¢, as shown in Fig. 7a. Then, there is an
augmenting path of length 3 before the algorithm started:
a—b—c—x, which contradicts the fact that there are no
such paths.

We now show that (a,b) cannot be involved in
augmenting path of length 5. The same proof can be used
for (e, f) due to symmetry. First note that since the
matching is maximal, a cannot be adjacent to an
unsaturated vertex. Therefore, the augmenting path must

IEEE TRANSACTIONS ON COMPUTERS, VOL. 58, NO.5, MAY 2009
be in the form of u—b—a—v—w—x, as shown in Fig. 7b. We
claim that edge (v, w) cannot be an “old matching edge,”
i.e., cannot be in the matching before the algorithm started.
Since if so, a—v—w—x is an augmenting matching of length
3 before the algorithm started. Therefore, (v, w) is also a
new matching edge. Suppose edge (v, w) was firstadded to
the matching by augmenting the matching according to a
length-5 augmenting path P. Since no new matching edge
was involved in any length-5 augmenting path before the
matching was augmented according to a—b—c—d—e—f,
edge (v, w) was not involved in any length-5 augmenting
path except P. Note that due to the same reason, since (¢, d)
cannot be in any length-5 augmenting path, (v, w) cannot
be the edge in the center of P, and thus, (v, w) mustbe at the
end of P. Since w is adjacent to an unsaturated vertex x, w
cannot be the end vertex of P, thus v mustbe the end vertex
of P. However, this means that both ¢ and v were
unsaturated before the algorithm started, which cannot
happen since the matching is maximal. (Note that the
proof also holds if (v, w) is (¢, d) or (f,e).) O

Corollary 2. When the algorithm terminates, there is no
augmenting path of length 5.

Proof. Suppose it is not true, that is, there still exists an
augmenting path of length 5, say, a—b—c—d—e—f. By
Lemma 5, neither (b, ¢) nor (d, e) is a new matching edge.
However, in this case, the algorithm must have found
this augmenting path. O

Lemma 6. The algorithm runs in O(|E|) time.

Proof. Consider checking an outer vertex v in set 7. Note
that the total time needed for checking v is O(d(v)),
where d(v) is the degree of v except for obtaining the
unsaturated neighbor lists for some inner vertices.
Therefore, overall the algorithm runs in O(|E|) time plus
the time needed for obtaining the unsaturated neighbor
lists for inner vertices, which also takes O(|E|) time since
it needs to be done for each inner vertex no more than
once. Thus, the lemma follows. O

Combining the above discussions, we have Theorem 2.

Theorem 2. The algorithm in Table 2 eliminates all length-5
augmenting paths in O(|E|) time.

5 PERFORMANCE STUDY

In this section, we study the performance of the wireless LAN
after it was enhanced by MPT. We first derive the maximum
arrival rate of the downlink and then study the average
packet delay by an analytical model and simulations.

The performance of a wireless network depends on many
factors, for example, the physical environment, the locations
of the wireless nodes, and so forth, such that the perfor-
mance of one network could be different from that of
another even when they are using the same devices. In many
cases, the performance of the same network may also be
changing due to the occasional movements of the wireless
nodes. This makes the performance evaluation in general a
difficult task. However, we note that the performance gain of
adopting MPT is mainly determined by the probability of
two nodes being compatible, and this probability should be
roughly the same in networks under similar environments
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and with the same devices. It is thus more insightful to use
the compatibility probability p as the parameter for
performance evaluation. More discussions on the compat-
ibility probability can be found in Appendix A.2. For
simplicity, we assume that the probability that two users
are compatible is independent of other users.

5.1 Maximum Arrival Rate

The first and the most important question is: After using
MPT, how much faster does the downlink become? This can
be measured by the maximum allowable arrival rate, where
an arrival rate is allowable if it does not cause the buffer of the
AP to overflow. More specifically, suppose once the AP has
got access to the media, on average it has to wait 7' seconds to
be able to get access to the media again. In the following, for
convenience, we refer to 7" as a time slot. The normalized
arrival rate A is defined as the average number of packets
arrived in a time slot. Without MPT, clearly, A, = 1, where
Amaz denotes the maximum allowable arrival rate. Next, we
derive the value of \,,,, when MPT is used.

Suppose there are n users among which ¢ users are
compatible with some other users. These ¢ users are called
the “nonisolated” users and the rest are called the “isolated
users.” Consider W arrived packets. Assuming packets have
random destinations, there will be W(c/n) packets for the
nonisolated users and W(1 — ¢/n) packets for the isolated
users. The fastest way to send out these W packets is to
always send out the packets for the nonisolated users in
pairs, thus the minimum time needed to send out all the
packets is W(1 — ¢/2n) time slots. In other words, W packets
should arrive in at least W(1 — ¢/2n) time slots. Thus, the
maximum arrival rate for given n and cis (1 — ¢/ 2n) "

The number of nonisolated users is a random variable.
Let P,(I) be the probability that out of n users, there are
l isolated users. The average maximum arrival rate is

Mnaz = ZP,L(n —o)(l- c/2n)71.
c=0

Therefore, in the following, we focus on finding P, (().
Apparently, when n=1, P(0)=0 and P (1) =1,
when n=2, P0)=p, PFP(1)=0, and P(2)=1-p,
where p is the compatibility probability. To find P,(I)
for larger n, we condition on the number of isolated users
among the first n — 1 users. Let E,, be the event that in
the z users, y is isolated and let L be a random variable
denoting the number of isolated users among n users:

n—1
Pu() =P(L=1)=>_ Poa()P(L =B, 1,).
i=0
Clearly, fori <1 -1,
Pn(L = l|En—1,i) =0,

since by adding a user, we can add at most one isolated
user. Fori=1—-1,

PAL=1E,1;1)=(1-p)"",

since given there are [—1 isolated users among the
n — 1 users, there are [ isolated users in the n users if and
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Fig. 8. Maximum arrival rate for networks of different sizes under
different compatibility probabilities.

only if the nth user is isolated, which occurs with
probability (1 —p)"~'. For i = I, we have

Po(L =B = 1= (1 =p)" (1 =),

since if there are already ! isolated users in the n — 1 users,
the nth user must not be isolated, i.e., must be compatible
with some user in the first n — 1 users. However, it cannot
be compatible with any of the isolated among the
n — 1 users, since this will reduce the number of isolated
users, thus it must be compatible with at least one of the
users among the n — 1 — [ nonisolated users, which is an
event that occurs with probability [1 — (1 — p)" " '](1 - p)".
For i > 1,

PAL =B, 1) = <Z i l)pi—l(l .

since if 7 > [, the addition of the nth user reduces the
number of isolated users by i — [, thus it must be compatible
with exactly i — [ previous isolated users.

Fig. 8 shows the maximum arrival rate for networks of
different sizes under different compatibility probabilities. It
is remarkable to see that a significant improvement can be
achieved even with a very small compatibility probability.
For example, for n =10, when p=0.04, the maximum
arrival rate is 1.2, which is a 20 percent increase.

Finally, we want to argue that the maximum arrival rate is
approximately achievable, although it is at the cost of
excessive delay for the isolated users. Note that as men-
tioned earlier, the maximum arrival rate is achieved if
packets destined for nonisolated users are always sent out in
pairs and if no time slot is wasted, i.e., there is always at least
one packet sent out in a time slot. Therefore, if there are
compatible packet pairs in the buffer, we send the pair;
otherwise, we send packets destined for the isolated users
and keep on doing so until a new pair has formed after some
new packets have arrived. Since at a high arrival rate the
queues for the isolated users are most likely quite long, it is
highly likely that we can wait until a pair appears before the
queues for the isolated users are exhausted.
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5.2 Average Packet Delay

As we have seen, adopting MPT can greatly increase the
maximum allowable arrival rate. Note that MPT can also
reduce the queuing delay of the packets compared to
Single Packet Transmission (SPT). In this section, we use an
analytical model along with simulations to see how packet
delay can be reduced.

5.2.1 An Approximation Analytical Model

We first describe our analytical model. The model is
developed for the purpose of comparing MPT with SPT
and therefore only considers arrival rates less than 1. We
assume that the AP maintains n queues in its buffer, one for
each user. Note that to exactly model the behavior of the
queues in the AP, many MAC layer-related issues have to
be considered, for example, how often can the AP gain
access to the media and how many packets will arrive at the
AP in a given time period, and so forth. All such issues are
interacting with each other, which makes exact analytical
modeling very difficult. We therefore use some approxima-
tions to simplify the model. As the simulations show, our
model is very accurate when X\ < 1.

The model is based on Markov chains. We take the total
number of packets stored in the buffer before the AP has
gained access to the media, which we will later refer to as the
AP sending for convenience, as the state of the Markov chain.
The advantage of doing so is that the Markov chain becomes
discrete time since we are only looking at the buffer at some
discrete time instants. We will assume that between two
AP sendings, the number of packets arrived at the AP
follows the widely used Poisson distribution, that is,
P,(K = k) = e *)'/kl, where K is the random variable
denoting the number of arrived packets. It should be noted
that our model is not limited to Poisson distribution and can
also be used if the arrival follows other distributions. We also
assume that the arrived packets have random destinations.
Note that we have avoided explicitly dealing with the
complex issue of how often can the AP gain access to the
media, because it has been encapsulated in the assumption
of the arrival distribution. That is, if the AP has to wait longer
to access the media, we can choose a large X\ since more
packets can be expected to arrive, and otherwise, we can
choose a small A since less packets can be expected to arrive.

To more accurately model the queues, we also consider
whether there exists a pair of compatible packets in the
buffer. Therefore, in our model, we use (b,r) as the state of
the Markov chain, where b is the total number of packets,
and r = 0 means that there is no compatible pair and r =1
otherwise. We assume that if there exists a compatible pair
the AP will always send it, since when the arrival rate is
small, most likely the packets will not be delayed longer than
the threshold. Thus, the transition probability for (b,0) is

(b,0) — (b— 1+ k,0) : PP, (k),

where P is the probability that given there is no compatible
pair in the b—1 packets left in the buffer, there is no
compatible pair after k& new packets have arrived, and
clearly,

(6,0) = (b—1+k,1) : (1 — P)Pa(k).
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Similarly, the transition probability for (b, 1) is
(b71) - (b_2+k70) : P?-Pu(k)a

where P, is the probability that given there was a compatible
pair, after sending out the pair and after receiving k new
packets, there is no compatible pair. Also,

(b,1) = (b—2+k,1) : (1 — Py) Po(k).

Therefore, in the following, we need only to focus on
finding P, and P». Note that since we have used only two
random variables to model n queues, some information is
lost, and the model is only an approximation model in the
sense that the Markovian property only holds approxi-
mately. However, this is necessary since if the queues are
considered separately, the complexity of the model will be
exponential.

To find P, and P, we will make the assumption that the
packets stored in the buffer have random destinations. Note
that this is not true since the AP favors packets destined for
nonisolated users, and as a result, in the buffer, there will
be more packets destined for isolated users than for the
nonisolated users. However, this assumption makes the
analytical modeling tractable and yields remarkably accu-
rate results when \ < 1.

Let F, be the event that among = packets there is no
compatible pair. We have

P(Fy_14, Fy—1)

P = P(Fy_1414|Fy—1) = PF,) =
1

P(Fy_141)
P(Fb_l) ’

since if there is no compatible pair in the b — 1 + k packets,
there cannot be a compatible pair in any subset of it, in
particular, the b — 1 packets. P, is more difficult to find than
Py, since we do not know, after sending out a compatible
pair, whether there is still a compatible pair in the
b — 2 packets. We make the assumption that there is no
compatible pair in the b — 2 packets, since when A is not
large, the packets can be sent out rather swiftly, and we can
safely assume that once a compatible pair is formed, it will
be immediately sent out. With this assumption, similar to
Pl, we have P2 = P(Fb,2+k)/P(Fh,2).

To find P(F,), we first find Py(z,s), which is the
probability that knowing that = packets are for s users,
there is at least one packet for each of the s users, i.e., none
of the queues for the s users is empty. Clearly, Py(z,1) =1
for all x and Py(2,2) = 1/2. For larger x and s, observe that
if given t packets are for the first user, the event that none
of the s queues is empty occurs if and only if the rest
x —t packets make the rest s —1 queues all nonempty,
which occurs with probability Py(z —t,s —1). Thus, we
have the recursive relation

r—s+1

Putes) = 3 Poleo =t =) (7 )1/ -1/

t=1

Let Py (z,s) be the probability that if there are totally z
packets in the buffer, there are exactly s nonempty queues
among the total n queues. We have

Avtes) = () s/ Pulo,s),



ZHANG ET AL.: ENHANCING DOWNLINK PERFORMANCE IN WIRELESS NETWORKS BY SIMULTANEOUS MULTIPLE PACKET... 715

n=10

10 , :
i 2=0.75, ana
— 2=0.85, ana
8- — A=0.95, ana
A=0.75, simu
x  A=0.85, simu
6r + 2=0.95, simu

Average Packet Delay

0O 0.05 0.1 0.15 0.2
Compatibility Probability
(a)
n=10
8 ;
4 A=1.05, simu

—— A=1.15, simu
—— A=1.25, simu

(«2)

Average Packet Delay
s o,

[y

o
~

0.18 0.2 0.22 0.24

Compatibility Probability
(b)

Fig. 9. Average packet delay as a function of compatibility probability
under different arrival rates when there are 10 users. “ana” and “simu”
stand for “analytical” and “simulation,” respectively. (a) A < 1. (b) A > 1.

0.16

since there are (") ways to choose s queues from n queues

and for any given s queues, this event occurs if and only if

the = packets are all for the s users, which occurs with

probability (s/n)”, and if the = packets make the s queues

all nonempty, which occurs with probability Py (z, s).
After obtaining Py (x,s), Pp(x) is simply

n
P(F,) = Pw(x,s)(1—p)" V2
s=1

since the probability that there is no compatible pair among
s users is (1 — p)*¢ /2,

5.2.2 Analytical and Simulation Results

We also conducted simulations to verify our analytical
model. In our simulations, each point is obtained by running
on 100 random topologies and each topology is run for
100,000 rounds. Fig. 9a shows the average packet delay as a

function of compatibility probability when A < 1 for n = 10
obtained by simulations and the analytical model. First, we
observe that the analytical results are very close to the
simulation results. Second, we observe that MPT greatly
reduces the average delay even when p is very small. We
also observe that the average delay decreases faster when p
is smaller and will tend to converge to a value when p
further increases. Fig. 9b shows the average packet delay
obtained by simulations when A > 1. Similarly, we can
observe that increasing p will always reduce the delay. We
have used a larger p in Fig. 9b than that in Fig. 9a because
when A > 1, a small p occasionally results in too separated
topologies, which causes the buffer that has limited size in
our simulations to be unstable.

6 CONCLUSIONS

In this paper, we have considered using MPT to improve the
downlink performance of the wireless LANs. With MPT, the
AP can send two compatible packets simultaneously to two
distinct users. We have formalized the problem of finding a
minimum time schedule as a matching problem and have
given a practical linear time algorithm that finds a matching
of at least 3/4 the size of a maximum matching. We studied
the performance of wireless LAN after it was enhanced with
MPT. We gave analytical bounds for maximum allowable
arrival rate, which measures the speedup of the downlink,
and our results show that the maximum arrival rate increases
significantly even with a very small compatibility probabil-
ity. We also used an approximate analytical model and
simulations to study the average packet delay, and our
results show that packet delay can be greatly reduced even
with a very small compatibility probability.

APPENDIX A

In this paper, we simply assumed that the compatibility
probability between any two users in a wireless LAN is a
constant p to make our analysis and discussions more
tractable and clearer. In this Appendix, we give more insights
on the compatible criteria and compatibility probability of
any two users in a wireless LAN from the physical layer’s
point of view.

A.1 Derivations of Compatible Criteria
In this paper, we briefly introduced the concept of compatible
pairs. However, we did not have a detailed discussion on
such issues as how to determine any two users in the network
are compatible or not, and what criteria they should meet
when they are called a compatible pair. In this Appendix, we
attempt to answer these questions from the signal proces-
sing’s point of view. All the notations used in the following
discussions will be the same as those in this paper.
Considering the wireless channels with flat fading, the
baseband model [15], [18], [19], [20] of narrow-band down-
link AP-to-user transmission with the AP having two
antennas and two distinct users with each having a single
antenna can be described as follows:

ykIhZX‘Fnka k:1727
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where hy, is the channel coefficient vector between user k£ and
the AP, x represents the vector of transmit signals, and the
channel background noise nj, ~ CN (0, 0?) and is i.i.d. in time.

Suppose the transmit signatures u; and u, are used for
the two users. The transmit signal vector at the antenna
array can be written as

x = dyuy + dyug,

where d; and d, are the data for user 1 and user 2,
respectively.

Therefore, the received signals for the two users are
given by

y1 = (hjuy)d; + (hjug)dy +my
y2 = (hjug)dy + (hyuy)d; + ny.

Suppose hju; =0 and hju; = 0. Then, the two receivers
receive

y1 = (hjw)d +my
y2 = (hjuz)ds + no.

Processed in this way, the interference introduced by the
peer in the simultaneous data transmission is minimized by
properly choosing the transmit signatures to maximize each
signal-to-noise ratio (SNR) separately. We have mentioned
the principle of setting the transmit signatures earlier in
Section 2. Thus, the normalized u; and u; can be expressed
as follows:

_ <hphy> _ <hphy>
o hy <hy,hy> hy - hy <h; h,> hy 1
u; = s Uy = . ( )
h, — <h;,hy> .h ho — <hj,hy> .h
17 Thyhy> 2 27 Thyh > 1

Since the total transmission power is limited, to ensure
that two receivers can successfully decode the data simulta-
neously, the following set of criteria must be satisfied [21]:

P, > Py + Py ,
P= Py - [hju|” >
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Fig. 10. An example of determining the compatibility relationship
between any two users in the network.

where P, is the total transmission power of the AP, P,; and
P, are the transmission power for two users, P, and P, are
the received power, v, and +, are the thresholds of the
receiver sensitivity to achieve certain data rates, SNR; and
SNRj are the SNR of the received signals, and 6, and 6, are
the SNR thresholds of the two users based on their traffic
quality-of-service (QoS) requirements.

Given a certain power split P;; + Py < P, satisfying (2),
the two receivers are called a pair of compatible users and
each one is mutually the other’s compatible peer. Fig. 10 gives
an example to illustrate this definition, where the compat-
ibility relationship among three users is considered. The
channel coefficient vectors of these three users are shown in
Table 3. We assume that each channel is independent and the
noise level of the environment is very low. In such a
configuration, the minimum receiver sensitivity is the limit-
ing factor for the system. The AP always distributes the same
power for each user in a pair and the minimum receiver

* 2
Py = Fiy - ||h2}12 HZ > 72 (2) sensitivity for each user is the same as —91 dBm (ie,
SNR; = P’l”i‘i}‘”” > & 7.95 x 10719 mW) for the data rate of 2 Mbps. We follow (1)
SNR, — Po-||hbus > 6, and (2) to derive the received power of each user in each pair,
s -7 and the results are shown in Table 4. It is noticed that the
TABLE 3
Channel Coefficient Vectors of the Three Users
| User ID | User 1 | User 2 | User 3 |
. _ 1.0-1.13 _ —0.6+0.4¢ _ —-0.5+0.3¢
_ 5 - 5 _ 5
Channel Coefficient Vectors | hy = 10 0.7+ 1.0i h, =10 _0.240.4i h; =10 0.140.8i
TABLE 4

Compatible Relationship among the Three Users

| Pair | Power Split (mw) | Received Power (mw) | Compatibility Relationship |
(User1,User2) | Py =Pw=15 | P,y =453x10"%; P, =858x10"1° Compatible
(User1,User3) | Py=P3=15 P, =578x10"% P =155x107" Compatible
(User2,User3) | Po=Ps=15 | Pa=6.49x10"19:P,3 =3.56 x 10~ 17 Incompatible
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Fig. 11. The average compatibility probability versus the number of users.

received power of user 1 and user 2 are simultaneously above
the threshold when they are paired up. Therefore, they can
form a compatible pair. This observation is also applicable to
user 1 and user 3 when they are grouped into a pair.
However, if the AP makes concurrent data transmission to
user 2 and user 3, their received power is below the threshold,
thus they cannot successfully decode the received signals.
Clearly, user 2 and user 3 are incompatible.

A.2 Discussions on the Compatibility Probability

In our performance modeling in this paper, we have assumed
and used the compatibility probability between any two
users in a wireless LAN. We now discuss how to obtain such
compatibility probability in practice. As we know, whether
two users in a wireless LAN are compatible depends on
many factors, such as the location of the two users, antenna
gains, and the environment factors around the two users.
Even for the simplest free-space propagation model, taking
into consideration all these factors in the analysis is very
difficult. Furthermore, when we take advantage of transmit
signatures to cancel the cochannel interference, the situation
becomes more complicated. Therefore, such simplification in
the modeling analysis is essential.

However, to some extent, we can consider the compat-
ibility probability p as an average compatibility probability
among any two users in the wireless LAN. In order to
investigate the possibility that the system can utilize MPT, in
practice, the compatibility probability p can be estimated by
the number of compatible pairs of users in the system divided
by the total number of pairs of users. The determination of the
compatibility relationship between any two users follows the
criteria discussed in Appendix A.1.

Wehave calculated such average compatibility probability
p based on practical physical layer parameters. Fig. 11 shows
the average compatibility probability p varying with different
numbers of users in the network under different transmission
powers. We assume that each channel is independent and
follows Rayleigh distribution. The AP is located at the center
and all the users are randomly distributed over the square
area. Other parameters used in the simulation are summar-
ized in Table 5 for conciseness. These settings are typically
used in the link planning for wireless LANs. From the figure,

717
TABLE 5
Physical Layer Parameters Used in Generating the
Average Compatibility Probability for MPT

Distribution square area 300mx 300m
Transmitter (AP) output power split Py =Py
Transmitter (AP) antenna gain 15db
Receiver (users) antenna gain 15db
Receiver sensitivity (base rate 2Mbps) | > —91dbm
Receiver (users) SNR threshold 7db
Background channel noise power -100dbm
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Fig. 12. The nonisolated ratio versus the number of users.

we can see that the average compatibility probability p
obtained in such practical environments remains relatively
stable with only small fluctuations, and its value ranges
between 0.1 and 0.3, which is more than what we need in our
algorithms and performance modeling to harvest the benefit
of MPT. We can also observe that a higher total transmission
power would introduce more opportunity to take advantage
of MPT capability.

Furthermore, we plot the nonisolated ratio in Fig. 12. The
nonisolated ratio is defined as the number of nonisolated
users divided by the total number of users in the system,
which is an indirect indicator of the probability that we
have the opportunity to utilize MPT. We can see that the
nonisolated ratio increases greatly as the transmission
power of the AP increases, which indicates that more users
in the system can be paired up with other users. Therefore,
the corresponding packets destined for the nonisolated
users may have more chances to be transmitted simulta-
neously. These observations further support our conclusion
that the potential of exploiting MPT in multiple-antenna
wireless networks is indeed remarkable.
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