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any current or future media, including reprinting/repebing The AP also periodically opens tle®ntention periodduring
this material for advertising or promotional purposesatirgy which nodes with newly arrived data can compete for medium
new collective works, for resale or redistribution to sesver access to transmit data and announce their queue states. The
lists, or reuse of any copyrighted component of this work imain feature of cMAC is that it aggressively sets nodes in the
other works. polling mode: once a node with non-empty queues is known

to the AP, it basically does not compete for medium access

Abstract—We propose cMAC, a centralized, polling-based during the contention period, which minimizes the number of
protocol for wireless LANs. With cMAC, the access point (AP) competing nodes and the probability of collision. The pgli
sets nodes into the polling mode if they have backlogged datnd message from the AP can be piggybacked with the ACK

polls them during the polling period. The AP also periodicaly ; .
opens the contention period to allow nodes with newly arrive packet; also, the queue state of a node can be piggybacked

data to send data and at the same time announce their queue With the data packet. Therefore, the polling protocol iscur

states. The main feature of cMAC is that it aggressively setsodes Vvirtually no additional overhead.

into the polling mode to reduce collision and overhead. We dggn The design of cMAC faces the following challenges. First,
an algorithm to determine the length of the contention perial the AP cannot stay in the polling mode forever and must

according to the maximum likelihood estimation of the numbe . . .
of competing nodes. We also show that cMAC is robust against periodically break from polling to allow nodes to transmit

message losses. We test cMAC using ns2 simulator and the résu if they are currently not in the polling list but have new
show (1) cMAC achieves significant gain , e.g56% with 50 nodes, data. It is straightforward to determine the length of the

over 802.11 DCF in throughput with lower average packet del,  nolling period, i.e., after every node has been polled ceraft
(2) cMAC can handle uplink and downlink traffic simultaneously 5 imequt: however, it is challenging to determine the langt
and (3) cMAC is backward compatible with legacy 802.11 nodes of the contention period because the AP does not know the
number of active nodes not in the polling list. If the conient
. INTRODUCTION period is too short, a node may incur long delay, i.e., have to
Wireless LANSs offer convenient access to the Internet. Theait for several contention periods before transmits; ib to
802.11 protocol, i.e., Wi-Fi, has been widely deployed. ©he long, the efficiency of the protocol obviously reduces. To
the key issues in wireless LAN is the Medium Access Contrtihis end, we design a method which estimates the number
(MAC) protocol, which determines the rules of transmissioof active nodes based on observation of the number of idle
for nodes to avoid collision. The 802.11 DCF adopts a simpléme slots according to the maximum likelihood estimation.
randomized strategy: when the medium is free, each node uSegsond, the protocol should be robust against messages.losse
a random number as its backoff counter and the one with tiMe rigorously argue that cMAC can handle all types of
smallest number transmits first. The random backoff proces®ssage losses. We tested the cMAC with the ns2 simulator
introduces overhead and cannot completely remove cailisiq12], and the results show that cMAC achieves significantly
In this paper, we take a drastically different approach teetter performance than 802.11 DCF in throughput with lower
design a more efficient MAC protocol for wireless LANs. Weaverage packet delay. The simulation also shows that cMAC
note that in many cases, the wireless LAN consists of a singdebackward compatible with legacy 802.11 nodes.
Access Point (AP) and nodes associated with it. The AP canThe rest of the paper is organized as follows. Section
naturally act as the central controller of the network and g describes the cMAC protocol. Section Il evaluates the
centralized protocol can be applied which should yielddrettcMAC protocol. Section IV discusses related works. Section
performance than randomized protocols because the cenyraloncludes this paper.
controller can enforce a collision-free transmission scihe
at minimum overhead. In light of this, we propos®AC, a Il. THE CMAC PROTOCOL
centralized, polling-based protocol. With cMAC, the AP pgse
track of nodes with non-empty queues, and polls such nodedn this section, we discuss the cMAC protocol in details.



A. The cMAC protocol no ACK is received. For the last packet in the queue, if ACK

is received, it will leave for the contention mode immedigte

otherwise, it will leave for the contention mode when reesiv
2w data from the application.

In the cMAC protocol, the AP maintainspmlling list which
is the list of the nodes with non-empty queues. The AP h
three modes: theiplink contention modethe uplink polling
mode and thedownlink transmission modé node is anidle B. Determining the Length of the Contention Period

node 'f_ it has no data to send, otherwlse amiive node As mentioned earlier, the core question of the protocol is
An actlye nade has_two modes, tfpmlhng modeand thg to determine whether to continue the contention in the kplin
contention qu,eand is called a polling node or a contention , ntention mode. This decision clearly should be based on
node, respectively. i ) . the number of contention nodes and the ideal length of the
The AP's modes are explained in the following. contention period should allow each of such nodes to transmi
The uplink contention mode: When powers up, the AP gnce The challenge is that the AP does not know the number
enters this mode and waits for uplink transmission. Wheg} contention nodes. IdleSense [11] pointed out an interest
gets an uplink packet, if the node has a non-empty queyg, gpservation that the number of idle time slots between
the AP adds this node to its polling list and sets a field igynsecutive transmissions is a good indicator of the number
the ACK which will set this node in the polling mode. Thes active nodes in the network: with more active nodes, the
AP monitors the number of idle time slots elapsed since themper of idle time slots is likely to be smaller because it is
medium was first free till the time the medium is busy again. ffie smallest number chosen among the nodes. With IdleSense,
this number is less than a threshold, it stays in the com®nti,,qes observe the number of idle time slots and adjust their
mode. Otherwise it leaves for the polling mode if it has nodggntention window size accordingly to approach the desired
to poll, or the downlink transmission mode if it has no node tg, mper of idle slots. cMAC also relies on the observation
poll but has downlink data to send, or stays in the contentiQR the number of idle time slots to determine the length of
mode if it has neither nodes to poll nor data to send. the contention period. However, our solution is differewi
The uplink polling mode: In this mode, the AP polls the |gleSense because the objectives are different; IdleSinse
nodes in the polling list round-robin. The polling messagg distributed protocol runs at every node to determine the
is piggybacked with the ACK for the last correctly receive@ptimal contention window size while our algorithm runs
packet. The duration in the ACK is set long enough to coveg the AP to determine whether to continue the contention.
the polling of the next packet. If all nodes in the list haveie consequently, the methods are different: IdleSense ugd®AI
polled once, it leaves this mode. If the polling period isden o adjust the contention window size, while our algorithm
than a threshold, it also leaves this mode. When leaving thifakes the decision based on tmaximum likelihood estima-
mode, the AP will first enter the downlink transmission modggn of the number of contention nodes. Basically, we stop the
if it has downlink packets; otherwise it leaves for the ublincontention if the estimate indicates that there is no cdiuten
contention mode. node.
The downlink transmission mode: In this mode, the AP \We say the contention period consists of one or multiple
transmits downlink packets back to back, waits only DIFS ifpundsof transmission, where each round consists of the idle
between. If a packet is sent but ACK not received, it retranme slots followed by a transmission. At the end of each
mits the packet until the maximum number of retransmissiqBund, the AP can determine to continue contention, or teglea
is reached. The amount of time the AP stays in this modefisr other modes. The first round is round 1 and for any round
determined by the desired uplink/downlink ratio. It willeth ; we useX; to denote the number of idle time slots aNgthe
leave for the uplink contention mode. number of contention nodes at the beginning of this coraenti
The node’s modes are explained in the following. round. BothX; and N; are random variables. We denote the
The contention mode:When powers up, a node enters thisize of the initial contention window ad’. Typically, W is
mode. If it gets a packet from the application, it follows then even number, therefore for simplicity; is assumed to be
802.11 DCF to compete for channel access. A node alwagéen in this paper but our result also applies to idds well
piggybacks its queue state with the data packet it sendsnWiveith minor modifications. LetV” = W —>>""] ; and call it
a received ACK indicates leaving the contention mode, a notte effective contention window sizd roundi. We basically
will leave for the polling mode. have to determine whether to continue contention basedeon th
The polling mode: In this mode, a node waits for polling observed values ofX;, Xs, ..., X;}. Our rule is somewhat
messages from the AP by checking certain header fieldssarprisingly simplecontinue contention ifX; < WT Because
the ACK. If polled, it will send a packet without backing offof its simplicity, this rule is very easy to implement which
for any time slot. It will not retransmit if no ACK is receivedimproves the robustness of the protocol.
for this packet. Whenever a node hears an ACK from the AP,We explain the derivation of this rule in the following. As
it will generate a random number from the initial contentiothe exact analysis is intractable, we make the following two
window, then add it with half of the initial contention windp simplifying assumptions in our derivation: (1) the conient
as the backoff counter. If the backoff counter reaches 0illit wnodes pick the random backoff counter at the beginning of the
send a packet, and will retransmit according to 802.11 DCFdbntention period and (2) there is no collision in the cotiten



period. Our simulations show that the rules derived based2) Subsequent Round#:the AP decides to have multiple
on these assumptions can achieve desirable performance.rddeds of contention, according to the maximum likelihood
begin with the first round. criterion, there should be another round of contention if

1) The First Round:In statistics,P(X; = z|N; = n) is
the likelihood of having n contention nodes if there are PXi =21, Xo = a2, Xy =Ny = 1) <
idle time slots. The maximum likelihood estimation &% is P(X1 =21, Xo = x2,..., X; = 24|N; = n)

a valuen that maximizes the likelihood. Therefore, for an)]/c 1 We show that
given observation, if or someén > ¢ show tha

Theorem 2:The contention should continue after round

P(X;=z|Ny =1) < P(X; =z|N; =n) according to the maximum likelihood criterion if; < WT/

for somen > 1, the contention should continue. We show thé’i‘.’herPve AW Za 125 th i h
Theorem 1:If = < W, there exists: such thatP(X; = ent roo | stwe asiur;e there is tnot co |5|ond tl(lj gon-
2Ny = 1) < P(X1 = 2Ny = n). If X > % then P(X, — ention nodes transmitted in this contention period tillim

2Ny = 1) > P(X; = 2|N; = n) for anyn > 1 ¢ will not transmit again because they have either entered
Proof: We note that the probability that a single nodéhe polling mode or have transmitted all data. The remaining

picked a backoff counter no less thanis clearly 1 — contennon nodes must have picked random numbers no less

where0 < z < W — 1. As we assume all nodes p|ck ‘thehan i ! x;, because otherwise they would have transmitted

backoff counter at the beginning of the contention peribd, tﬁilrflgerrm?'\:jelgt:gjtggolvr\]”edgel the;}rvlnmal bzgk;z:;ogggz

probability that at least one node picks a backoff countss le y [Zy 1255 1]

thanz, when there are: contention nodes, is — (1 — &), counters have been deductedﬁy 1 T;, equivalently, at this

and thus the probab|l|ty that the minimum number picked Hjoment, their backoff counters are random number unlformly

1 may regard¥’ as the equivalent contention wmdow size. The
PX=z[N=n) = [1-(1- IW ) =1 —(1— %)"] theorem immediately follows applying Theorem 1. ]
T \n 1, C. Robustness of cMAC
= (1—=293Y_-(1-— .
(- = (1= =)

We analyze the robustness of cMAC against packet losses.

To see the first half of the theorem, note ti{tX = 2| N = 1) Coping with Mismatches of Node ModéEhe AP main-

1)+= v for all . Consider a functiof (y) = (1-%)° = (1= {ains the polling list and sets the node in the polling mode or

5 )? wheny takesmcealll values iri0, W). It can be shown cqntention mode with its ACKs. As packets can be lost, this
that f'(y) < 0 andf(¥51) = . AsaresultP(X = z|N = gjling list may not be the same as the set of nodes in the
1) < P(X = z|N = 2) for e [0, 3 ' — 1]. Therefore, the polling mode. This mismatch happens at times when node
first half of the theorem is e;tabllshed. . should transit from one mode to another, which is analyzed in
For the second half, we first note thataife [%, W =1}, the following.
P(X =z[N =1) > P(X = z|N = 2). In the following, we  case 1 Consider a node in the polling mode, and the transition
show thatP(X = z[N = 2) > P(X = z[N = n) for any g when it sent the last packet in its queue.
n>2. leta= (1) itis basically to show that Case 1.1If this packet is received correctly by the AP but
1., — 1 i1 the ACK is lost, the node will consider itself still in the
W) za"" —(a— W) polling mode but the AP will consider it in the contention
4 <1 We note that mode. cMAC addresses this problem by allowing a node, after
- sending the last data packet with polling, to switch to the
n 1 1 contention mode whenever new data is received. Note that if
' >ad"mt = (a— =) o .
w the node has no new data, staying in the polling mode does
(a— i)n(l —a+ i) not cause any problem because the AP has got the data the
%% w node transmitted. When new data is received, the node starts
e 1> —)"1+ 1 ] contention which allows it to compete for medium. Note that
(1 -a)W if the protocol does not allow the node to switch to contemtio
while mode, it will be stuck in the polling mode forever and lose
1 1 (1= L 1 opportunities to transmit.
= aW ]Case 1.2In case the last data packet is not received by the
1 - =ow AP, from the node’s point of view, it did not receive the ACK
and for the last packet and will remain in the polling mode. This
is correct because the AP will consider the node in the mpllin
[T mode and will poll it at some time. If the node gets new data
before the AP polls it, according to the protocol, it will $gh
becausgl — i) < [I — g—gyw] Wwheny; <a< 3. B tothe contention mode, while the AP considers it in the pglli

a” — (a—

forn > 2 and > <




mode. This mismatch will introduce one more contention nod® Fairness

and increase the level of contention, but should occurvaith | .1 A¢ relies on centralized control. As the AP uses round-

probab_ility and does not cause node to lose opportunitiesrgzbin to poll the nodes in the polling list, such nodes should
transmit. : ) ) have fair access to the medium against each other. The
Case 2.Consider a node in the contention mode and ranggytention nodes compete in the contention period acogrdin
mitting the first packet \,Nh'le h_avmg backlog. .to the 802.11 DCF and have the same level of fairness
Case 2.1If the packet is received correctly but the ACK 'Sagainst each other provided by the 802.11 DCF. Between the
lost, the node will consider itself in the contention modé bléontention nodes and polling nodes, note that if the number
the AP will consider it in the polling mod_e. This has the samgx polling nodes is not large, during a polling period and
effect as Case 1.2 when the node receives new data. contention period, each node is expected to transmit once,

Case 2.2If the packet is not received, the node will considef,qefore faimess is maintained. If the number of polling
itself in the contention mode, so will the AP. No mismatch Modes is large such that not all nodes can be polled in

this case. one polling period, the contention nodes may have higher

2) Operating Modes of the APWhen the AP is in the priorities. However, a contention node should enter thénupl
uplink contention mode, it does not send data packets. Bath tist after its transmission if it has more packets to send.
contention nodes and the polling nodes compete for medidrherefore, the contention nodes that gain advantage ase tho
access. The network functions similarly to the 802.11 DCHjth only one packet. Such nodes should account for a small
except that the polling nodes compete at a lower priorifgercentage of the traffic in most cases.
because they pick backoff counters fr¢wi/2, 3W/2—1] and ) )
every ACK from the AP resets the counter. In addition, thE- Co-existence with Legacy 802.11 Nodes
level of contention should gradually reduce because whanev One of the nice features of cMAC is that it can co-exist
a contention node sends a packet to the AP, if it still hagth legacy 802.11 nodes. The only new type of message
backlog, it will enter the polling mode. If the AP wishes tahe protocol introduces is the polling message, which can be
leave the contention mode, it can wait until the first datekptc always piggybacked with ACK from the AP. The ACK packet
is received and initiate polling with the ACK for the packetio the cMAC nodes can be sent as a control frame using a
As long as there is an active node, this packet will be receivgifferent format from the ACK packet to the 802.11 nodes.
eventually. It could happen that the AP stops the contentigwth the duration field set appropriately, the 802.11 nodes
mode while some contention node has not transmitted y@fil backoff and not interfere with the polling nodes. When i
This node can wait for the next round in which it will havehe contention period, 802.11 nodes will compete in the same
a high probability to transmit successfully because itkbc manner as other cMAC contention nodes. Unlike the cMAC
counter has been deducted in the previous contention roufsties, they will not abstain from the contention when the
and is likely to be smaller than those of other nodes. first packet is received. However, it is unlikely to be able to

When the AP is in the uplink polling mode, nodes ir§€t a second transmission opportunity in the same contentio
the contention mode will not transmit because the AP sdigriod because it has to generate a new backoff counter which
the duration in the ACK packet to forbid any node fronis likely larger than the number of idle time slots the AP wait
transmission for a packet period except the node beinggoll®efore switching to the polling mode. In this sense, faisnes
A node that was not polled may transmit, and cause collisidf, roughly achieved because the cMAC nodes also get one
only if it did not receive the duration and did not detect thepportunity to send.
busy medium. If the polling message is not received cowyectl
by the node being polled, it will not transmit. Even in this
case, however, all nodes in the network will, at some point of We evaluate the performance of our cMAC protocol with the
time, start to decrement their backoff counters and some natk2 simulator. In our simulation, there are one AP and up to 50
will eventually transmit and the AP may resume polling witthodes. We set the data rate todeMbps. To simulate normal
the ACK for this packet. If the data packet from a node is nelperating conditions where the loss ratio is typically nigit
received correctly by the AP, either due to collision or doe tve modify the loss mechanism in the ns2 simulator such that
random loss, the AP does not send ACK and cannot poll tkige lost ratios of both ACK and data packets are in the range of
next node. Again, some node will start to transmit a packgf, 0.1] and are set proportional to the receiving signal power.
eventually and the AP can resume polling with the ACK. We set the maximum length of a polling period to be 5 ms

When the AP is in the downlink transmission mode, #0 Maintain a reasonable delay for nodes not currently in the
continuously transmits downlink packets and a node tratssmipolling table.
only if it did not receive the duration field and did not detect _ i
the busy medium. If the AP’s data packet is not receivéy Pure Uplink Traffic
correctly by the node or if the ACK is not received correctly As cMAC mainly solves the problem of the uplink trans-
by the AP, the AP may retransmit the packet, as in typical linkission, in the first set of simulations, we focus on the uplin
layer protocols. performance with no downlink traffic.

I1l. EVALUATIONS
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2) Estimation of Contention Node# key aspect of cMAC
is the estimation of the number of contention nodes. We
obtained the number of contention nodes in the network at
the beginning of each polling period denoted/isNote that
the AP believes the number of contention node is 0 at the

N
o

[y
o

Network Throughput(Mbps)
@ 5 &

% 10 20 30 50 beginning of each polling period, therefore the valueof
Offered Load(Mbps) represents the estimation accuracy. The data was collémted
(© the 20-node case with different traffic load, and the results are
Fig_ 1. Network throughput_ (a) 10 nodes. (b) 20 nodes. (C)]mes. listed in Table. 1. We can see that for O\&@I’G% of the time,

our estimation is accurate. The estimation is more accuatate
higher traffic load, because the majority of active nodes are

. Iready in AP’ lling list.
1) Throughput Comparison and Analysid/e measured the aiready n S POTIng 1S

; 3) Packet Delay:We show in Fig. 4 the average delay as
ne;[jwork throgghputdof 802'13'] DC:_:] and (:lMAClethl O\TVe A% function of traffic load when the network hag nodes. We
and10, 20 and50 nodes and show the results in Fig. 1. We cap, ., qaq that cMAC achieves smaller delay than 802.11 DCF.
see that although two protocols have close performancewat 10

load, as the load increases, the throughput of cMAC is muBh Handling Downlink Traffic

higher. The maximum gains are roughi9%, 33% and56%  |n the second set of simulations, we introduced both uplink
with 10, 20 and50 nodes respectively. We achieve such gaigng downlink traffic and measured the throughput and average

in the high load regime because the majority of packets ggcket delay at various percentages of downlink traffic. The
transmitted in response to polling which is more efficiettrth

contention. The gain is higher with more nodes because the

contention in 802.11 DCF is more intense with more nodeg. -0ad (Mbps) 19.2 | 22.2 | 265 | 328 | 43.4
N=0 80.6% | 84.4% | 90.0% | 97.0% | 98.6%
To verify the source of the gain, for tt& nodes scenario, g =; Z-gi? g-gzg I-gg? é'ZZZJ g-fggﬁ
. . = . 0 . 0 . 0 . 0 . 0
we measured the number of packets that are transmitte =3 30T T 53500 T 13497 T 0787 [ 0.43%

the polling mode and show the result in Fig. 2. It can be
seen that more packets are transmitted in polling mode when
traffic load is higher. We also counted the number of packet
collisions per second in 802.11 DCF as well as in cMAC
and show the result in Fig. 3. For 802.11 DCF, we see more
collisions at higher traffic load. For cMAC, as the traffic dba
increases, the number of packet collisions first incredbkes,
decreases, then stays at a low level. This is because at low
traffic load the nodes mainly run in the contention mode; as
the load increases, more and more nodes switch to the polling
mode which reduces the contention and the collision.

TABLE 1
ACCURACY OFESTIMATION.

——802.11 DCF
——cMAC

Average Delay(s)
- N w » a1l (2}

OO

10 30 40 50 60

20
Offered Load(Mbps)
Fig. 4. Average delay of 20 nodes.



802.11 DCF enhancementBhere has been much research

Downlink Traffic | Uplink Downlink | Uplink Downlink

Percentage Throu. Throu. Delay Delay effort studying the performance enhancement for 802.11.DCF

SO (1“;'.%25) E;l\,/l5b7ps) E()m;; g?“lsg) For example, [3], [4] propose reducing coII_isior_1 by chogsin

107 1596 NE 552 =07 backoff counters intelligently. Our cMAC is different from

60% 10.55 13.72 8.22 7.99 such works in that the polling mechanism brings further col-

80% 4.79 17.98 8.91 9.03 lision reduction and performance improvement. Many studie
TABLE 2 are based on new physical layers [5], [6], [7], [8]. All these

THROUGHPUT AND DELAY AT VARIOUS TRAFFIC LOAD. works require specific hardware support while our cMAC can

run on commodity wireless cards. In [9], [10], the number of

6
|| == EMAC node - mined scenario competing nodes is estimated based on collision probgbilit
s cMAC’s estimate is based on the number of idle time slots
8 al which is more readily observable because collision may be a
% rare event after polling is employed.
j>;2’ IdleSense As discussed previously, IdleSense [11] is a
al distributed protocol using AIMD to adjust contention wido
ol .

size while cMAC is centralized and relies on maximum likeli-
hood estimation to determine whether to continue contantio

“10 ""20 30 40
Offered Load(Mbps)
Fig. 5. Average delay of cMAC nodes and 802.11 nodes.

(=)

50 60

V. CONCLUSION

overall traffic load was set to 5 Mbps, which is reasonably We proposed cMAC, a centralized, polling-based protocol
high but not saturating the network, allowing us to mak]% i '

observations based on packet delay. The results in Tablefhgtvzlrzglep\ss {I;ANrZSI;\;EZ;S E:tzer:'oggg Vﬁ{] E:éllilrg ofegl\/cléj(; Ii?wt
show that the uplink/downlink throughputs are proportidna 99 y 99

the offered loads and the uplink/downlink delays are almog[e poII|.ng mode and S.UCh hodt_as wil pasmally not compete
; . ~for medium access, which significantly improves the network
the same. This proves that cMAC is capable of supporti

rb% . .
. ; l rformance by reducing the level of contention. The AP
both uplink and downlink traffic simultaneously. also opens up contention period for nodes with new data to

transmit packets and announce queue states. We designed a
ﬁimple algorithm for the AP to determine whether to continue
contention based on the maximum likelihood estimation of

nodes run cMAC and the rest ran 802.11 DCF. Fig. 5 shows tWee humber Of contention nodes, and _also argued that_ cMAC
average packet delay of cMAC nodes as welB&2.11 nodes IS robust again packet losses. We _s!mulated CMAC in ns_2
in this mixed scenario, along with the packet delay in a pu%mulator and the results show significant performance gain

802.11 scenario in which a0 nodes ran 802.11 DCF. We se& <" 802.11 DCF and backwarq compatibility .With legacy
that the average delay of cMAC nodes and 802.11 nodes in {‘?1 'lltndoﬁ.s'l O(;thfutu;e works include extending cMAC to
mixed scenario are similar, implying that they receivedilsim support multiple data rates.

services and were treated fairly by the network. Note that th REFERENCES
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C. Backward Compatibility

To show the backward compatibility with 802.11 nodes, i
the third set of simulations, we usetl nodes among which0

IV. RELATED PROTOCOLS [2]

In this section we highlight the major differences betweeng]
cMAC and other related protocols.

802.11 PCF 802.11 PCF [1] supports polling but can be[4
inefficient as the AP may poll nodes with no traffic, while with
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