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Abstract—In this paper we study the performance of bufferless
optical WDM packet switching networks with various wavelength
conversion degrees. We first introduce an optimal scheduling
algorithm that maximizes the network throughput in this type of
network. We then derive a novel analytical model to evaluate the
network performance in terms of packet loss probability under the
scheduling algorithm for Bernoulli traffic. Our model is the first
accurate analytical model for bufferless WDM packet switching
with variable conversion degrees and can be used to quantitatively
determine the minimum wavelength conversion degree required for
a certain traffic load. We also conducted simulations to validate the
analytical model. Both the analytical and simulation results reveal
that limited range wavelength conversion can achieve almost the
same network performance as full wavelength conversion.

I. INTRODUCTION

Many emerging computing/networking applications, such as
data-browsing in the world wide web, video conferencing, video
on demand, E-commerce and image distributing, require very
high network bandwidth often far beyond that today’s high-speed
networks can offer. Optical networking is a promising solution
to this problem because of the huge bandwidth of optics: a
single fiber has a bandwidth of nearly 50 THz. To fully utilize
the bandwidth, a fiber is divided into a number of independent
channels, with each channel on a different wavelength. This is
referred to as wavelength-division-multiplexing (WDM).

Several different technologies have been developed for trans-
mitting data over WDM [4], such as broadcast-and-select,
wavelength routing, optical packet switching, and optical burst
switching. Broadcast-and-select and wavelength routing has been
extensively studied. Optical packet switching and burst switch-
ing, especially optical packet switching, although still in their
research phase, are attracting more and more interests as it may
offer better flexibility and better exploitations of the bandwidth.
In this paper, we will focus on WDM packet switching networks.

In a WDM optical packet switching network, data packet is
modulated on a specific wavelength and may travel several hops
before reaching the destination. In each hop, a switching network
(or simply a switch) is used to direct the packet to the correct
output fiber link. Output contention occurs when some packets
on the same wavelength are destined for one output fiber. There
are three ways to combat output contention: buffering, deflection
routing and exploiting the wavelength domain [4]. Buffering is
to use fiber delay lines to delay the packets for a certain amount
of time to avoid the contention period, however this may add to
the cost and size of the switch since fiber delay lines are costly
and bulky. Deflection routing is to send the contending packet
to some other output link which may or may not have a route
to the destination. By doing so, the packet is not dropped but
the end-to-end delay may be long and the packets arrived at the
destination may not be in a correct order. In this paper we study
the third method, exploiting the wavelength domain, which is to
convert the wavelengths of the contending packets to some idle
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wavelengths (if there are any) on the destination output fiber
such that the packets can still be transmitted. The translation of
wavelengths is achieved by using a wavelength converter which
converts a signal on one wavelength to another. There are full
range wavelength converters which can convert a wavelength
to any other wavelength in the optical system. However, this
type of wavelength converter is quite difficult and expensive to
implement due to technological limitations [8], [3]. A realistic
all-optical wavelength converter may only be able to convert a
given wavelength to a set of adjacent wavelengths. The number
of the wavelengths in this set is called conversion degree. This
type of wavelength converter is called limited range wavelength
converter, and will be our main focus in this paper.

Recently, limited range wavelength conversion in wavelength
routed WDM networks (similar to circuit switching electronic
networks) has been extensively studied, see, [3] [8], for a survey.
[6], [7] studied WDM packet switching networks with full
range wavelength conversion, and especially in [7], unbuffered
WDM switches were shown to have an acceptable packet loss
probability (107'°) only when the number of wavelengths on
a fiber is large. WDM packet switches with limited range
wavelength conversion have been studied by [5] in which limited
range wavelength conversion was shown to have a close perfor-
mance to that of full range wavelength conversion. However,
the results in [5] were obtained by simulations only and the
packet loss probabilities of the tested switching networks are
all greater than 10~7, while the generally accepted packet loss
probability of a switching network is 10710, In this paper we will
give an accurate analytical model to study the performance of
WDM packet switching networks with limited range wavelength
conversion under Bernoulli traffic. To the best of our knowledge,
this is the first analytical model for such networks. Our model
can be used to quantitatively determine the minimum conversion
degree required under a certain traffic load such that the packet
loss probability is below 10710,

Note that when output contention occurs, to maximize network
throughput, a scheduling algorithm that selects the largest group
of contention-free packets is needed. Thus, we first introduce
First Available Algorithm as such a scheduling algorithm. Then
we give a recursive method to find the probability mass function
(p-m.f.) of the number of used wavelengths per output fiber, by
which we derive the packet loss probability of the network. Since
First Available Algorithm maximizes network throughput, our
analytical model reveals the maximum network capacity. We also
conducted simulations to validate the analytical model and the
results show that the analytical model is very accurate. Both of
our analytical results and simulations show that the packet loss
probability can be controlled under (1071°) if the traffic load is
below a certain level determined by the network parameters. The
results also show that limited range wavelength conversion has a
close packet loss probability to full range wavelength conversion.
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Fig. 1. A wavelength convertible WDM optical switching network.

II. PRELIMINARIES
A. Wavelength Conversion

As mentioned earlier, in a WDM optical switching network
with limited range wavelength conversion, an input wavelength
may be converted to a set of adjacent outgoing wavelengths.
We define the set of these outgoing wavelengths as the ad-
jacency set of this input wavelength. The cardinality of the
adjacency set is the conversion degree of this wavelength. We
assume that the adjacency set of any wavelength \; for i €
{0,1,... ,k — 1} is interval [u,v], where v = max{0,7 — d}
and v = min{k — 1,9+ d}. Note that under this assump-
tion wavelengths may have different conversion degrees. The
wavelengths in the middle have a larger degree of 2d + 1,
while the wavelengths near the ends have smaller conversion
degrees, with the smallest one being d + 1. In the following,
we define the conversion degree of a wavelength converter as
2d + 1, the maximum conversion degree of all wavelengths. To
facilitate the discussion, we would mainly use d which is defined
as conversion distance as a measure of the conversion ability
of a wavelength converter, as all wavelengths have the same
conversion distance.

B. The Network Model

The WDM switching network we consider has N input fibers
and N output fibers, and on each fiber there are k wavelengths.
Thus, there are a total of Nk input wavelength channels and Nk
output wavelength channels. Any input wavelength channel can
be connected to any output fiber. In addition, there are limited
range wavelength converters equipped for each input wavelength
channel and as a result, an input wavelength channel can be con-
nected to any of its adjacent channels on an output fiber. Fig. 1
shows such an WDM interconnect. It can be seen from the figure
that an input fiber is first fed into a demultiplexer, where different
wavelength channels are separated from one another. The signals
are then fed into wavelength converters to be converted to proper
wavelengths. The output of the wavelength converter can then be
connected to one of the NV output fibers, controlled by the splitter.
Before each output fiber there is an optical combiner to multiplex
the signals on different wavelengths into the fiber. Apparently,
it is required that all the signals to an optical combiner must be
on different wavelengths.

As in [5], we assume that the WDM optical switching network
is operated in a synchronous mode, in which optical packets or
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Fig. 2. The request graph and its maximum matching when request vector is
[2,1,0,1,1,2] in a 6-wavelength switching network with conversion distance 1.
(a) Request graph. (b) Maximum matching.

cells arrive at the network at the beginning of time slots. We
consider the case where all packets are of the same priority and
of same length. Because optical buffers are currently made of
fiber delay lines and are still very expensive [1], we also assume
that there are no buffers in the WDM optical switch. The traffic
pattern considered in this paper is unicast, i.e., each packet is
destined for only one output fiber. The packet does not specify
which wavelength channel on the destination fiber it should be
connected to, and can be assigned to any free wavelength channel
accessible to it.
III. OPTIMAL CONTENTION-FREE SCHEDULING
ALGORITHM

A. Problem Formalization

Under the assumptions made in Section II, the packets arrived
at the switch in one time slot can be partitioned into N subsets
according to their destinations. The decision of accepting a
packet or not in one subset does not affect the decisions in other
subsets. This suggests that the scheduling algorithm can be run
independently for each output fiber. The input to this scheduling
algorithm is the packets destined to this fiber. The output of the
algorithm is the decision whether a packet can be transmitted,
and if yes, which wavelength channel it is assigned to.

We depict the relationship between the packets destined for
an output fiber and the available wavelength channels on that
output fiber by a bipartite graph, called request graph. We use
A to represent the set of the left side vertices and B for the right
side vertices. Each left side vertex represents a packet and each
right side vertex represents an output wavelength. The right side
vertices are depicted according to their wavelength indexes, for
example, \g is above A1, \; is above A2 and so on. The left side
vertices are also depicted according to their wavelength indexes,
with packets on the same wavelength in an arbitrary order.

There is an edge connecting a left side vertex a and a right
side vertex b if the wavelength of packet a can be converted to
output wavelength b. We also define the request vector which is
a 1 x k row vector, with the 74, element representing the number
of packets arrived on wavelength \;. Fig. 2(a) shows the request
graph when the request vector is R = [2,1,0,1,1,2].

In a request graph G, let E be the set of edges. Any wavelength
assignment can be represented by a subset of E, E’, where edge
ab € E' if wavelength channel b is assigned to packet a. Under
unicast traffic, any packet needs only one output channel. Also,
an output channel can be assigned to only one packet. It follows
that the edges in E’ are vertex disjoint, since if two edges share a
vertex, either one packet is assigned two wavelength channels or
one wavelength channel is assigned to two packets. Thus, E’ is a
matching in G. For a given set of packets, to maximize network
throughput, we should find a maximum matching in the request
graph. The maximum matching for Fig. 2(a) is shown in Fig.
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TABLE 1
FIRST AVAILABLE ALGORITHM

First Available Algorithm
fori:=0tok—1do

let a; be a vertex in A adjacent to b;

not matched yet and is with the smallest index

if no such a; exists
MATCH]i] := A

else
MATCH]i] :=j

end if

end for

2(b). In this example, not all left side vertices can be matched
because there are seven vertices on the left (packets) while there
are only six vertices on the right (available wavelength channels).
B. First Available Algorithm

Since finding the largest group of contention-free packets
is equivalent to finding a maximum matching in the request
graph, we will describe the algorithm as a maximum matching
algorithm for bipartite graphs.

As discussed in [9], in the request graph we consider, the
adjacency set of a right side vertex b; is an interval and can be
represented as [begin(b;), end(b;)] where begin(b;) and end(b;)
are nonnegative integers. For two right side vertices b; and
b, if 1 < j, begin(b;) < begin(b;) and end(b;) < end(b;).
For a bipartite graph with these two properties, First Available
Algorithm in Table 1 given by [9] can be used to find a maximum
matching. The input to this algorithm is: (1) The set of left side
vertices A and the set of right side vertices B; (2) For each
right side vertex b, the set of vertices adjacent to it represented
by interval [begin(b),end(b)]. The output of the algorithm is
array MATCH||. MATCHJi] = j means that the i, right side
vertex is matched to the jy, left side vertex. MATCH]Ji] = A
if the 4,y right side vertex is not matched to any left side vertex.

This algorithm checks the right side vertices from the top to
the bottom. A right side vertex b; is matched to the first free
adjacent left side vertex if such vertex exists; otherwise it is
left unmatched. Fig. 2(b) is the maximum matching found by
this algorithm for Fig. 2(a). [9] proved that that First Available
Algorithm finds a maximum matching in a request graph. The
time complexity of this algorithm is O(k), since the loop is
executed k times which is the number of right side vertices or
the number of wavelengths per fiber.

IV. THE ANALYTICAL MODEL

In this section we present an analytical model for WDM
switching networks with limited wavelength conversion. We
are particularly interested in finding how network performance
changes with regarding to the conversion degree. The network
performance is measured by the packet loss probability which
is defined as the ratio of the number of rejected packets over
all arrived packets. It is a function of network size N, the
number of wavelengths k, conversion distance d and arrival rate
p, and is also affected by the scheduling algorithm. From the
previous section we know that maximum network throughput or
the minimum packet loss probability can be achieved by adopting
First Available Algorithm. Hence we will derive our analytical
model under this algorithm.

The following assumptions are made about the traffic:
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« Each packet holds for one time slot.

« Input channels (wavelengths) are independent of each other,
i.e., at one time slot, the probability that there is a packet
at an input channel is independent of other input channels.

o The arrival at each input channel is Bernoulli with parameter
p (0 < p <1),ie., the probability that there is a packet at
one input channel at one time slot is p and independent of
other time slots.

« The destination of a packet is uniformly distributed over all
N output fibers.

Under these assumptions, at one output fiber, the request
vector R = [rg,r1,...,7k—1] at one time slot is independent
of the the request vector at other time slots. Moreover, since
the components of the request vector come from different
wavelengths, they are also independent of each other and follow
the same distribution. We use p,() to denote the p.m.f. of the
components in the request vector. p,(i) is the probability that
there are 7 packets on a particular wavelength destined for this
output fiber. We have

pr(i):< ]j ) (%)i@f%)wi, i=0,1,...,N. (1)

That is, the number of packets on each wavelength is a Binomial
random variable with parameter (N, £-). In the following we will
use P.() as the c.d.f. of the components of the request vector.
P.(j) is the probability that there are no more than j packets on
a particular wavelength destined for this output fiber.

Let U"* be the number of used output wavelength channels on
output fiber 7 in a time slot. U" is a discrete random variable
taking values from 0 to k. At one time slot, U*, 1 < ¢ <
N, are not independent of each other. However, based on the
assumptions on the uniformity of the traffic, they follow the same
distribution. If we consider a long time period, the number of
packets have been transmitted through one output fiber should
be the same as all other output fibers. Hence, if we know the
throughput at one output fiber, we know the throughput of the
entire network. Therefore it is sufficient to consider one output
fiber, and in the following we omit the superscript of U* and
simply write it as U. We use py(i), 0 < ¢ < k to denote the
p.m.f. of U. The average number of used wavelengths at an

output fiber is the mean value of U, E(U) = Zf:o ipy (i). The
average number of used output wavelengths in the network is
NE(U), and the average number of arrived packets is Nkp. It
follows that the packet loss probability can be written as

Pioss =1 — E(U)/k}p 2)

In the following we give a recursive method to calculate py ()
analytically. First we introduce the definition of random variable
Uy n, where m and n are positive integers. U, ,, is defined as the
number of used output wavelengths from Ax_, to A;x_1, under
the condition that output wavelengths A\;_, to A\y_; are only
assigned to packets on wavelengths Ag_,, to A\x_1, and packets
on wavelengths Ax_,, to A\p_; are only assigned to output
wavelengths A\;_,, to Ax_1, when First Available Algorithm is
used. U,, , is a random variable takes values from 0 to n and
we use py(m,n,i) to denote its p.m.f. for 0 < ¢ < n. Fig. 3
illustrates the definition of U, ,,. Clearly, when m =n =k, Uy 1,
is simply U. Thus, the p.m.f. of Uy can be used to evaluate
network performance.

Let’s first consider Uy, ,, for m > d+2 and m —d < n <
m+d. Let T =n—m+d~+ 1 for these m and n. T is the
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Fig. 3. Upm,n is the number of used output wavelengths from Ap_,, to Ap_1,
knowing that output wavelengths Ag_,, to A\p_1 are only assigned to packets
on wavelengths Ag_,, to Ap_1, and packets on wavelengths Ag_,, to Ap_1
are only assigned to output wavelengths Ag_,, to Ag_1.

number of output wavelengths adjacent to the first of the m input
wavelengths (Ax_,,,). We have the following recursive relations:

pU(mv n, Z) = 3)
Yo pr(i)pu(m — 1,n— j,i — j), 0<i<T
S ope()pu(m —1,n — j,i— j)+

I-PMlpv(m—1,m—-d—-1,i—=T), T<i<n

Recall that p,.() and P,.() are the p.m.f and c.d.f. of random
variable r, respectively. Equation (4) can be derived by condi-
tioning on 7;_,, which is the number of packets on the first
wavelength (Ag—_.,). pu(m,n,i) can be written as

pu(m,n,i) = Z Prob.(Umpn =i | Tkem = §)Prob.(re—m = J)
J

Note that Prob.(ri_, = j) is simply p,(j), the probability that
there are j packets on wavelength A\;_,,. In the following we
derive the conditional probability Prob.(U,,, =i | rg—m = J)-
There are T' output wavelengths adjacent to Ag_,,. We claim
that given there are j packets on Ax_,,, if j < T, the first
J output wavelengths, A;_,, to Ap_p4;—1, Will be assigned to
incoming packets on A_,,; otherwise j > T and the first T'
output wavelengths, Ax_, to Ag_pir7—1, Will be assigned to
incoming packets on Ai_,,. This is because by the definition of
Uy n, none of the packets on \,_,, is assigned to output wave-
lengths with smaller indexes than A;_,,, and output wavelengths
Ab—n>Ak—n+1s Ak—n+2, -.. are not assigned to packets on
wavelengths with smaller indexes than A;_,,. Therefore, when
First Available Algorithm is checking output wavelengths Ax_p,
)\k’fnJrla )\k7n+2, cee )\k’fnJr]'fl (OI' )\k7n+T71 lfJ > T),
they will all be assigned to packets on Ag_,,, as these are the
“first available” packets. There are only T output wavelengths
accessible to the packets on A\;_,,. Thus at most the first T of
them can be assigned.

Now if ¢ < T, if j < i, Prob.(Upp =4 | rh—m = J) is
the probability that among the rest of the output wavelengths,
Ak—n+j t0O Ap—1, © — j wavelengths are used. Note that these
output wavelengths cannot be assigned to packets on wavelengths
with smaller indexes than Ag_,,+1 and packets on wavelengths
from A;_,41 to Ap—1 are only assigned to these output wave-
lengths. Therefore by definition, Prob.(U,,, = i | rk—m = j)
is simply py(m — 1,n — j,i — j). If j5 > 4, Prob.(Uy,, =
i | rg—m = j) is zero, since among A,_, to A\p_; there must

pu(m —1,n — j,i — j); otherwise Prob.(Upn =1 | Them =
§)=pu(m—1Lm—d—1,i-T)

Also, for 2 <m < d+1, py(m,n,i), where 1 <n <m+d
and 0 < ¢ < n can be obtained by conditioning on 7rg_,:
pu(m,n,i) =

o pr(Gpu(m — 1, —j,i —j),
S pr@pum—1n—ji—j)+[1=P(n—-1), i=n

Finally, consider m = 1 and 1 <n < d+1. py(1,n,1) is the
probability that there are 7 matched wavelengths among Ay_,,
to A\;x—1, knowing that these wavelengths can only be assigned
to packets on wavelength \;_1, and that packets on wavelength
Ak—1 are not assigned to other output wavelengths. Now incom-
ing wavelength A\;_; can be converted to any wavelength in the
range A\, to Ag_1. It follows that

0<i<n
i=n

witn)={ 70 ) )
since if there are ¢ packets, if ¢ < n, ¢ wavelengths will be used;
if ¢ > n, n wavelengths will be used.

To find the p.m.f. for Uy i, start with random variables when
m = 1: Uy 1, Ui, ..., Ui,q41 whose p.m.f. can be found by
Equation (5). Then use Equation (4) and the p.m.f. of Uy 1, Ui 2,
..., Ui 441 to find the p.m.f. for the random variables when
m = 2: Us 1, Usa, ..., Uz 442 . Repeatedly applying Equation
(4) and the p.m.f found in the previous step to obtain the p.m.f.
for random variables when m =3, m =4, ..., until m = d+1.
Then use Equation (4) to obtain the p.m.f. for random variables
for larger m until p.m.f. for Uy ;, is found. Recall that Uy ;. is
exactly the random variable of the number of used wavelengths
per output fiber, or U.

V. FINDING MINIMUM CONVERSION DISTANCE

In this section we illustrate how to use our analytical model to
efficiently find system parameters in networks designs. We will
answer the question: Given a traffic load, what is the minimum
conversion distance required to make the packet loss probability
less than 10710? It is worth pointing out that only with an
analytical model is it possible to find this minimum conversion
distance, as repeating simulations to find system parameters
accurately when packet loss probability is so low will need a
huge amount of computing time.

First, given network size /N, number of wavelengths k, and
conversion distance d, there must be an upper limit on traffic
load p such that the packet loss probability is less than 10710,
Denote this upper limit by p? . The following method can be
used to find pfmx for any d. Start with p = 0, calculate the packet
loss probability. If it is under 107!, increment p by A where
A is a small value, and calculate the packet loss probability
again. Keep on incrementing p until the packet loss probability
exceeds 10710, Then p — A is the p¢,,, for this d. We can build
a table of pd, _ for all possible conversion distances. Now given
a traffic load p, we can simply look through this table to find
the minimum d whose p?, . is no less than p. This d will be

the minimum conversion distance.
We define py as the maximum load to a network with full
range wavelen%th conversion such that the packet loss probability

be j wavelengths used. Similarly we can find the conditional js under 10~'°. The packet loss probability of such a WDM
probability for ¢ > T if § < T, Prob.(Upn =1 | Tk—m = J) = switch is
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Fig. 5. Packet loss probability as a function of conversion distance, where
network size is 16 and the number of wavelengths is 16.

S i = K)oy (D)
3 ips (i)
]\gk () (1—-£)"" i=0,1,...,Nk
ps can be found numerically using (6). py will be grater than
any p?,., and we will refer to p; as the “maximum load”.

We found that when the arrival rate is less than but very close
to py, the packet loss probability can be controlled under 1010
by using limited range wavelength converters. Fig. 4 shows the
minimum conversion distance required to control packet loss
probability under 10710 when the arrival rates are 95.00% of
pr, 99.00% of py and 99.99% of py, respectively. We can see
that minimum conversion distance is usually only a fraction of
the total number of wavelengths k. For example, when k£ = 36,
to achieve 99.00% of P, the minimum conversion distance is
only 10, and the conversion degree is 21. This suggests that to
achieve an almost best possible performance (to control packet
loss probability below 10~'° under an arrival rate very close to
p), less costly limited range wavelength converters can be used.
It can also be considered that when the conversion distance is
sufficiently large, increasing the conversion distance can only
gain a very small amount of benefit in terms of maximum
allowable load.

(©)

where py(i) = (

VI. SIMULATION RESULTS

In this section we present simulation results to validate our
analytical model. The traffic is uniform Bernoulli with arrival
rate p. We conducted simulations on networks of various sizes,
numbers of wavelengths and conversion degrees. Due to the limit
of space we only show in Fig. 5 the packet loss probability as a
function of conversion distance d where network size N = 16,
number of wavelengths £ = 16 and arrival rates p is 0.1, 0.3, 0.6
and 0.8, respectively. First, we notice that the analytical results
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and the simulation results are very close. The reason is that
our analytical model is accurate under the assumptions made
on the traffic. Secondly, as expected, the packet loss probability
decreases as conversion distance increases for all arrival rates.
An interesting fact is that as the conversion degree increases, the
improvement or the decreasing rate of the packet loss probability
decreases. In other words, the packet loss probability decreases
more slowly as the conversion degree increases. Similar facts
have been observed in the previous section when we were
searching for the minimum conversion distance.
VII. CONCLUSIONS

In this paper we have studied the performance of buffer-
less WDM optical packet switching networks with limited
range wavelength conversion. We first introduced an opti-
mal contention-free scheduling algorithm under which network
throughput can be maximized. We then gave an analytical model
for network packet loss probability under uniform Bernoulli
traffic. We also conducted simulations to validate the analytical
model. The results show that our analytical model is accurate
under the assumptions made. We have used the analytical model
to find the minimum conversion distance required to make packet
loss probability less than 10~1° under a given traffic load. Both
the analytical and simulation results reveal clearly that limited
range wavelength conversion has a close network performance
to full range wavelength conversion.
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