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Abstract
The exponential growth of computing power on leadership scale computing platforms imposes grand challenge to scien-
tific applications’ input/output (I/O) performance. To bridge the performance gap between computation and I/O, various
parallel I/O libraries have been developed and adopted by computer scientists. These libraries enhance the I/O paralle-
lism by allowing multiple processes to concurrently access the shared data set. Meanwhile, they are integrated with a set
of I/O optimization strategies such as data sieving and two-phase I/O to better exploit the supplied bandwidth of the
underlying parallel file system. Most of these techniques are optimized for the access on a single bundle of variables gen-
erated by the scientific applications during the I/O phase, which is stored in the form of file. Few of these techniques
focus on cross-bundle I/O optimizations. In this article, we investigate the potential benefit from cross-bundle I/O aggre-
gation. Based on the analysis of the I/O patterns of a mission-critical scientific application named the Goddard Earth
Observing System, version 5 (GEOS-5), we propose a Bundle-based PARallel Aggregation (BPAR) framework with three
partitioning schemes to improve its I/O performance as well as the I/O performance of a broad range of other scientific
applications. Our experiment result reveals that BPAR can deliver 2.1 3 I/O performance improvement over the base-
line GEOS-5, and it is very promising in accelerating scientific applications’ I/O performance on various computing
platforms.
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I. Introduction

The computing power of the leadership scale high-
performance computing (HPC) systems have main-
tained the exponential growth over the past 10 years.
For instance, the computing power of the Cray super-
computer increased from 318Tflops/s in 2006 (Cray-
XT4) to 1.3Pflops/s in 2008 (Cray-XT5), then jumped
all the way to 20Pflops/s (Cray-XK7). This degree of
computing power allows scientific applications to solve
complex problems at massive scale during the computa-
tion phase, such as weather forecasting, simulation of
nuclear fusion, and so on. Each round of computation
will produce colossal volume of scientific variables and
these variables are usually shared by all the processes.
After the computation phase, these variables are packed
into bundles, all the bundles are then written to the par-
allel file system (PFS) during the ensuing input/output
(I/O) phase, each stored as a file. The ultrahigh comput-
ing power and gigantic volume of data set generated
pose a daunting challenge to the computer scientists in
how to garner commensurate I/O bandwidth to store
these bundles during the I/O phase.

Many efforts, both past and present, have been
invested to bridge the performance gap between com-
putation and I/O. Consequently, various parallel I/O
libraries are developed and adopted, such as the MPI-
IO (Corbett et al., 1996), Parallel NetCDF (PnetCDF)
(Li et al., 2003), and HDF5 (HDF5 Home Page, n.d.).
These libraries enhance the I/O parallelism by allowing
multiple processes to concurrently access the shared
data set. Meanwhile, they are integrated with a set of I/
O optimizations such as data sieving (Thakur et al.,
1999), two-phase I/O (Thakur et al., 1999), and chunk-
ing (Sarawagi and Stonebraker, 1994) to better exploit
the supplied bandwidth of the underlying PFS.
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Most of these techniques are optimized for the
access of a single shared bundle. This is achieved by
associating the interface with the file descriptor of this
bundle. For instance, MPI-IO defines the collective I/O
operations that allow all the processes to collabora-
tively transform small, noncontiguous I/O requests
associated with the same shared bundle file to large,
contiguous I/O requests. However, few of these I/O
techniques consider cross-bundle optimizations that
can lead to I/O performance improvements for scien-
tific applications as they generally access more than
one bundle during their life cycle. For instance, the life
cycle of the Goddard Earth Observing System, version
5 (GEOS-5) application (Liu et al., 2013b) is composed
of several time steps. In each time step, it will generate
multiple bundle files. Cross-bundle optimization allows
processes to collaboratively work on all the bundles
concurrently, which extends the optimization scope
and allows for higher potential I/O performance
improvement.

This article aims to explore the potential benefit
from cross-bundle I/O aggregation. Our study is based
on a mission-critical application named GEOS-5. The
I/O technique of baseline GEOS-5 is parallel I/O using
multiple NetCDF files. Namely, each bundle file is
assigned a different master process. All the processes
first send their bundle data to the master, the master
then writes the bundle data to storage. The use of mul-
tiple files allows writing on each bundle file to be con-
ducted concurrently. However, the serial NetCDF
employed by the baseline GEOS-5 only allows one pro-
cess to write on each file, yielding limited parallelism.
In addition, since each master process needs to receive
its bundle data from all other processes, the writing on
each bundle cannot be fully parallelized, and such all-
to-one communication can result in heavy contention.

Our early attempt replaced serial NetCDF with
PnetCDF. PnetCDF allows each process to concur-
rently operate on the same file, thereby improving the
parallelism. In our experiment, we observed that
GEOS-5 with PnetCDF initially delivered promising
performance; however, it did not scale well due to the
heavy contention and metadata overhead with a large
number of processes (Li et al., 2003). In addition, the
original data format of GEOS-5 is not maintained by
PnetCDF.

Therefore, a new solution that preserves the baseline
data format of GEOS-5 is needed with enhanced paral-
lelism and reduced contention at scale. In this article,
we propose a Bundle-based PARallel Aggregation
(BPAR) framework with three of its partitioning
schemes that can be applied to a variety of scientific
applications. BPAR associates each file with a distinct
group of processes that can concurrently work on each
file, thereby improving the parallelism with decoupled
I/O on each file. Meanwhile, the smaller group size

avoids the heavy communication and I/O contention
introduced by the participation of all the processes. For
the experiment, we have implemented BPAR on top of
GEOS-5. The results of our experiment reveal that
GEOS-5 with BPAR can achieve on average 2.13 I/O
performance improvement over the baseline GEOS-5.

The advantage of BPAR on GEOS-5 also raises
three questions: First, GEOS-5 is designed to run on
the Discover supercomputer, which assumes General
PFS (GPFS) as the underlying PFS. Is BPAR also ben-
eficial for applications running on other HPC system
with a different file system? Second, GEOS-5 output
fixed number of bundle files (7) during each I/O phase.
How is the performance of BPAR affected by the vary-
ing number of shared files output at each I/O phase?
Third, BPAR demonstrates significant improvement
over the I/O techniques harnessed by GEOS-5. How is
BPAR compared with other widely used parallel I/O
techniques such as MPI-IO? To answer these questions,
we have also characterized the performance of BPAR
on Discover and Titan in writing different number of
shared files and compared its performance with
ROMIO (Thakur et al., 1999), a standard MPI-IO
implementation that serves as the underlying library
for many other parallel I/O techniques. Our result
demonstrates BPAR achieves on average 17.6% I/O
performance improvement over ROMIO on Discover
and yields on average 53 the bandwidth of ROMIO
on Titan. Taken together, we have made the following
contributions.

� We have systematically analyzed the I/O perfor-
mance of the baseline GEOS-5 and GEOS-5 with
PnetCDF and identified the major factors that
restrict their performance.

� Based on our analysis, we have proposed BPAR
with three of its partitioning schemes to accelerate
the I/O performance of GEOS-5. Our experiment
results reveal BPAR is able to achieve 2.13 I/O
performance improvement over the baseline
GEOS-5.

� To evaluate BPAR on the different HPC systems
and observe its potential benefit for other applica-
tions, we have characterized its performance on
Discover and Titan and compared its performance
with ROMIO. Our experiment results reveal BPAR
efficiently outperforms ROMIO on these systems.

The rest of this article is organized as follows.
Section II analyzes the I/O performance of baseline
GEOS-5 and GEOS-5 with PnetCDF. We then intro-
duce BPAR framework in Section III, followed by
Section IV that proposes the three partitioning schemes
under BPAR. Section V evaluates the performance of
BPAR on GEOS-5 and characterizes its performance
on different HPC systems. Section VI reviews the
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related work. Finally, we conclude the article with
some future work in Section VII.

II Background and motivation

In this section, we provide a brief overview of GEOS-5
and its data organization. We then present and analyze
the I/O performance of the baseline GEOS-5 and
GEOS-5 with PnetCDF.

A Overview of GEOS-5

GEOS-5 is being developed by National Aeronautics
and Space Administration (NASA) to support the earth
science research. It simulates climate changes that span
diverse temporal granularities, from hours to multiple
centuries.

The simulation data set is organized with NetCDF-4
format. The entire data space is divided into what
GEOS-5 calls collections, also referred to as data bun-
dles. Each bundle describes certain climate systems,
such as moisture and turbulence. It consists of a mix-
ture of multiple variables. These variables are multidi-
mensional data sets, either formatted as 3-D variables
transposing into latitude, longitude, and elevation or
2-D variables represented by latitude and longitude.
These variables define disparate aspects of the model,
such as cloud condensates and precipitation.

GEOS-5 applies a 2-D domain decomposition to all
variables among parallel processes. Each 2-D variable
contains one 2-D plane. A 3-D variable consists of mul-
tiple 2-D planes. Every plane is evenly distributed to all
the processes. Such data organization is simplified in
Figure 1. PX refers to process X. Bundle1 and Bundle2
are the two bundles written in the I/O phase, Bundle1
contains two 2-D variables (var1 and var3), each hold-
ing one plane. Var2 is a 3-D variable composed of two

planes. Similarly, Bundle2 also incorporates both the
2-D (var1 and var2) and 3-D variables (var3).

The life cycle of GEOS-5 alternates between compu-
tation phase and I/O phase. During each I/O phase, the
state variables are written to the underlying PFS for
post-processing and restart after failure. To maintain
data integrity, all state variables within the same bundle
are written to a shared bundle file.

B Baseline NetCDF-based GEOS-5 I/O

In the baseline GEOS-5 implementation, a master pro-
cess is elected for each bundle to handle all the I/O
requests from other processes for the bundle. Each
bundle is written plane by plane using serial NetCDF.
Namely, after the master process receives each plane
data from the other processes, it writes the plane to the
file system and proceeds to handle the next plane. So
the I/O time is dominated by the communication time
(time spent for receiving plane data) and write time.

There are two major drawbacks of such technique.
First, it cannot scale well. This is because writing each
bundle involves the participation of all the processes.
The growing number of processes can soon overwhelm
the masters’ limited resource with the surging number
of concurrent requests. Second, it does not yield good
parallelism. Since all processes are involved in writing
each bundle, every process cannot proceed to the next
bundle until it completes its work on the previous
bundle.

C GEOS-5 with PnetCDF

GEOS-5 with PnetCDF replaces serial NetCDF with
PnetCDF for enhanced parallelism. Like other parallel
I/O techniques, PnetCDF allows all the processes to
concurrently write their share of the entire data set to
the file system. In GEOS-5, each process possesses one
piece of the plane data, and PnetCDF allows the pro-
cesses to directly write their piece without explicit com-
munication with other processes. One drawback of
PnetCDF is that its data format does not match the
data format of NetCDF if NetCDF uses HDF5 as the
underlying library, like in GEOS-5. Besides, there are
some other potential factors that affect its performance,
such as the high metadata overhead in header I/O and
heavy I/O contention with a large number of processes.

D Analyzing the I/O performance of baseline
NetCDF-based GEOS-5 and GEOS-5 with PnetCDF

To analyze the I/O performance of baseline NetCDF-
based GEOS-5 and GEOS-5 with PnetCDF, we have
systematically benchmarked their performance. As
shown in Figure 2, these two implementations are

Figure 1. The data organization of GEOS-5. GEOS-5: Goddard
Earth Observing System, version 5.
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denoted respectively by GEOS-5-NetCDF and GEOS-
5-PnetCDF.

As shown in Figure 2, GEOS-5 with PnetCDF ini-
tially delivers promising performance, but its I/O time
is prolonged, as more processes are involved. On the
other hand, the time of baseline NetCDF-based GEOS-
5 I/O firstly decreases from 32 to 128 processes then
keeps on increasing for executions with processes more
than 128.

We further dissect the I/O time for a more elaborate
analysis. Figure 3 reveals the detailed time dissection of
baseline NetCDF-based GEOS-5 I/O, and the commu-
nication times (defined in Section II-B) and write times
of the last master process that completed I/O are also
presented in Figure 3. It can be observed that the I/O
time is dominated by the communication time. It first
decreases and then is prolonged as the number of pro-
cesses increases. While the decreased communication
time is due to the bandwidth of master process not
being fully utilized with fewer number of processes, the
reverse trend with more process count results from exa-
cerbated contention on the master’s limited resource.
In contrast, the write time is negligible due to the high
aggregated I/O throughput rendered by GPFS on
Discover (Discover Supercomputer Statistics, n.d.).

The dissection of GEOS-5 with PnetCDF is shown
in Figure 4. It can be observed the two primary I/O
operations (file write and file create) both impose non-
negligible overhead. When the number of processes
increases, the file write time firstly drops then grows
sharply. The decreased write time from 32 to 64 pro-
cesses is the result of more aggregated throughput deliv-
ered by the doubled number of writers. The increased
write time from 64 to 512 processes is the result of the
exacerbated contention from more and more processes.
In particular, GEOS-5 writes multiple bundle files in
each time step. Since each plane is shared by all the pro-
cesses, when there is a large number of processes, the
small I/O requests from each process lead to heavy I/O
contention. Such I/O contention persists through all
these bundle files. Also, PnetCDF guarantees strong
data consistency in header I/O. The frequent and heavy
metadata synchronization for maintaining such consis-
tency serves as the major reasons for a long file creation
time.

As a summary, both baseline NetCDF-based
GEOS-5 and GEOS-5 with PnetCDF have multiple
drawbacks. Baseline NetCDF-based GEOS-5 I/O has
the constraint of limited scalability and parallelism.
Although GEOS-5 with PnetCDF benefits from the
increased parallelism, its performance is constrained
due to the heavy I/O contention in each collaborative
operation at scale. In addition, the requirement for
strong consistency can incur nonnegligible overhead to
PnetCDF.

III Our proposed solution: A high-level
overview of BPAR

From the above discussion, we identified the major fac-
tors that constrain the I/O performance of baseline
NetCDF-based GEOS-5 and GEOS-5 with PnetCDF.
Therefore, we propose a Bundle-based PARallel aggre-
gation framework called BPAR that mitigates the issues
of these two techniques.

Figure 2. The I/O performance of baseline NetCDF-based
GEOS-5 and GEOS-5 with PnetCDF. I/O: input/output.

Figure 3. Dissection of baseline NetCDF-based GEOS-5 I/O.
GEOS-5: Goddard Earth Observing System, version 5.

Figure 4. Dissection of GEOS-5 with PnetCDF. GEOS-5:
Goddard Earth Observing System, version 5.
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The main idea of BPAR is to parallelize the I/O of
different bundle files by assigning each bundle with a
distinct set of processes in order that each set of pro-
cesses can perform I/O for its bundle independently and
concurrently. In this way, the smaller number of pro-
cesses in each group mitigates the communication and
I/O contention in both baseline NetCDF-based GEOS-
5 I/O and PnetCDF.

Figure 5 demonstrates the high-level overview of
BPAR through an example. In this example, two bun-
dles are to be processed by four processes, and each
bundle’s data are initially distributed among all the four
processes. According to a certain partitioning tech-
nique, the four processes are divided into two aggrega-
tion groups (AGs), each of which takes charge of the
I/O operation for one bundle. After all the processes
complete a round of data shuffling operation, each bun-
dle is entirely possessed by its designated AG, for exam-
ple, bundle1’s data possessed by AG1 composed of
processes P1 and P2. Then, one aggregator process is
elected in each AG (processes P1 and P3 in Figure 5) to
further aggregate the data inside each AG and then
write the collected data to the storage. There can be
multiple aggregators depending on the workload. Due
to the limited memory of aggregators, the aggregation
and write operation can interleave with each other.

BPAR can be applied to a wide range of scientific
applications that output several bundle files across I/O
phases or inside each phase. On one hand, many scien-
tific applications (e.g. S3D, Sankaran et al., 2008 and
NAS Parallel Benchmarks, Wong and der Wijngaart,
2003) alternate between computation phases and I/O
phases. During I/O phase, in-memory variables of all
processes are written to file systems as one shared

bundle file (N-1 write) or separate bundle files for each
process (N-N write). A good way to accelerate I/O for
N-1 case is to buffer the shared files of multiple phases
and then output these files to PFS using BPAR. On the
other hand, scientific applications such as GEOS-5 can
choose to generate multiple shared bundle files during
each I/O phase, each bundle containing a set of corre-
lated variables. BPAR also fits these scientific applica-
tions to accelerate I/O in a single I/O phase.

A Major procedures that affect I/O performance

From the above discussion, the I/O time for the bundle
i—Ti is determined by its data shuffle time, aggregation
time, and write time, denoted as Tsfl, Tagg, and Tw,
respectively. Thus we can approximately calculate Ti
using the following equation:

Ti = Tsfl + Tagg + Tw ð1Þ

Therefore, the total I/O time for writing all B bun-
dles Tio is represented using the following equation:

Tio = max T1, T2, . . . , TBð Þ ð2Þ

The performance of three procedures are directly
determined by the group partitioning strategy, that is,
how many processes and which processes are to be
placed in each bundle’s aggregation group. For
instance, placing the processes that reside on the same
physical node inside the same AG may improve Tagg
due to enhanced locality; however, it may overprovi-
sion some small bundles with extra processes and pro-
long the I/O time of large bundles.

Figure 5. A high-level overview of BPAR. BPAR: Bundle-based PARallel Aggregation.
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B Relationship of BPAR and MapReduce

MapReduce (Dean and Ghemawat, 2008), as one of
the representative parallel programming models, has
received widespread success on the cloud platforms.
These platforms collocate compute and storage
resources on the same node, a paradigm referred to as
data-centric paradigm (Wang et al., 2014a). However,
it has received limited applications on HPC systems
that follow the compute-centric paradigm, which sepa-
rates the computing and storage resources in the form
of computing clusters and PFSs. Although BPAR
mainly serves scientific applications on the HPC sys-
tems, its functionality can be accomplished by existing
MapReduce-based software frameworks, such as
Hadoop (White, 2012) and Spark (Zaharia et al.,
2012): after shuffling bundle data to the corresponding
groups, each process gets its data in its bundle and then
sends its data to its group aggregators, who write the
bundle to PFS. Here, shuffling bundle data to the cor-
responding groups can be perceived as the first round
of MapReduce, aggregation and write can be perceived
as the second round of MapReduce. The difficulty of
implementing BPAR using Hadoop/Spark on HPC
systems lies in two aspects. First, most of existing HPC
systems have their own resource managers, users have
to go through special steps to enable Hadoop/Spark,
such as Gordon at San Diego Supercomputer Center
(SDSC) (SDSC Gordon User Guide, n.d.) and Wrangler
at Texas Advanced Computing Center (TACC)
(WRANGLER, n.d.). Second, many HPC programs are
written by C and MPI, it is nontrivial to support these
programs using traditional Hadoop (Java-based)/Spark
(Scala-based), though there are already some ongoing
work to provide these supports (Lu et al., 2014; Wang et
al., 2014). Nonetheless, a general BPAR implementation
using Hadoop/Spark still carries great potential if all the
technical barriers are tackled.

The rest of this article presents three partitioning
schemes under the BPAR framework. Unlike
PnetCDF, all three schemes can maintain the existing
file format of GEOS-5, while still delivering good per-
formance. We experimentally compare their perfor-
mance which will serve as guidelines for application
practitioners to select the one that best fit their applica-
tion’s I/O workload and system configuration.

IV Representative partitioning strategies
of BPAR

In this section, we present the three partitioning strate-
gies and their individual advantages and disadvantages
under the BPAR framework. Our study is based on
GEOS-5. The layout of each 2-D plane is essentially a
contiguous data extent within its bundle file and shared
among all the processes. Such logical file layout among
processes is most common in scientific workloads (Bent

et al., 2009). The three partitioning strategies are devel-
oped from the perspectives of load balancing, data
locality, and network congestion respectively.

A Balanced partitioning

The Balanced Partitioning Scheme (BPS) assigns the
number of processes in each AG in proportion to the
data size of each bundle. The rationale behind BPS is to
balance the workload in each AG according to equa-
tion (2), thus minimizing the I/O time of the stragglers.
For a data set with B bundles, let the data size of bundle
i be Si, the total number of processes be n, the group
size of AGi be Ai, then Ai amounts to:

Ai = ðn� BÞ3 Si=
XB

i¼1

Si

 !
+ 1 ð3Þ

Equation (3) first subtracts B from n to reserve 1 pro-
cess for each bundle, and this 1 process is added to the
end. The rest n 2 B processes are assigned to each AG
proportionally to the size of the corresponding bundle.
When the number of processes is smaller than the num-
ber of bundles, a process can take charge of I/O for
multiple bundles. Bundles are assigned to processes in a
round-robin manner.

For each bundle, BPS evenly assigns the data planes
to each process. The process that takes charge of a data
plane is named the plane root. It gathers the entire
plane data from the other processes. A master process
is selected as the bundle root to gather the data from
all of the plane roots and write the data to storage.

Figure 6 details such procedures. Suppose Bundle1
and Bundle2 are the two bundles involved in the I/O
operation. Var1 and Var2 are a 2-D variable and a 3-D
variable in Bundle1, respectively, and Var3 is a 2-D
variable in Bundle2. Initially, each plane is shared by
four processes. Following the BPS scheme, three pro-
cesses are assigned to AG1, which take charge of
Bundle1’s I/O. One process is assigned to AG2, which

Figure 6. Write two bundle files using BPS. BPS: Balanced
Partitioning Scheme.
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takes charge of Bundle2’s I/O. Inside Bundle1, three
processes serve as the plane root for the three planes.
Bundle2 has only one plane, and the plane root is the
process P4. In the first stage, processes shuffle data so
that the plane root acquires all the data of their planes.
After this step, the entire bundle data falls in its own
AG. Then the plane root in both AGs sends the data to
the bundle root which in turn receives the plane data
and writes it to the storage.

BPS performs well since it balances the workloads
among processes. However, it may not work well in
some cases. For example, the smallest unit assigned to
each bundle is a process, so processes within the same
node may scatter over multiple AGs, requiring more
internode communication. Therefore, a locality-
oriented partition scheme is considered.

B Locality-oriented partitioning

The Locality-Oriented Partitioning Scheme (LPS)
assigns processes to AGs at the unit of physical node.
Supposing each physical node hosts p processes, using
the same notation as BPS, the group size of AGi can be
approximated as:

Ai = ðn� B 3 pÞ3 Si=
XB

i¼1

Si

 !
+ p ð4Þ

Similar to BPS, LPS reserves one physical node for
each bundle, which hosts B 3 p processes. By sub-
tracting B 3 p from n and adding p to the end, equa-
tion (4) makes sure that there is at least one physical
node for each bundle. Ai is finally set to the closest
number that is 1 or a multiple of p to make sure the
smallest unit assigned to each bundle is a physical node.
When the number of nodes is smaller than the number
of bundles, a node can take charge of I/O for multiple
bundles. Bundles are assigned to nodes in a round-
robin manner. After deciding the AG for each bundle,
LPS follows the same step as BPS.

Compared with BPS, the larger partitioning unit in
LPS achieves augmented locality inside each AG and
higher parallelism among different AGs. Nonetheless,
the promoted locality and parallelism is attained at the
expense of increased imbalance of workload distribu-
tion. For instance, for a workload that includes many
small bundles that actually require fewer than p pro-
cesses, the overprovisioned processes should be better
assigned to those larger bundles who are potential
stragglers. In addition, for scientific applications whose
data are unevenly decomposed, there will be more
space for locality-oriented optimization. For instance,
we can assign a node to the bundle that contains most
of this node’s data to further reduce internode commu-
nication. How to assign nodes to bundles for these
applications using LPS require specific information of

how data are decomposed initially, which is outside
our scope of discussion.

C Isolation-driven partitioning

In both BPS and LPS, the plane root is evenly selected
among the AG members for each plane in the same
bundle. Therefore, every process can be the plane root
if the number of planes is larger than the number of
processes. On the other hand, each plane is initially
shared by all the processes, so every plane root needs
to receive its data from all the other processes during
data shuffling. Therefore, the shuffling operation is
essentially an all-to-all communication that each pro-
cess needs to send and receive data from all the other
processes concurrently. Such communication pattern
can lead to heavy network congestion among processes,
which prolongs Tsf l in equation (1).

Isolation-Driven Partitioning Scheme (IPS) is intro-
duced to alleviate such congestion. IPS takes the same
group partitioning scheme as BPS (see equation (3)) but
differs by isolating the traffic to each process. The key
idea of IPS is to have each process receive the data only
from a small portion of corresponding processes rather
than from all the processes. To achieve this purpose,
each plane is no longer gathered entirely by the plane
root during data shuffling. Instead, it is gathered by all
the members in the same AG, and each member in this
AG gather the plane data from its corresponding pro-
cesses in other AGs. For instance, in Figure 7, Bundle1,
Bundle2, and Bundle3 respectively, possess 5, 3, and 1
plane(s). These planes are shared among nine processes.
Following IPS, the group sizes of AG1, AG2, and AG3
are proportionally set to 5, 3, and 1. Then, for each
plane of Bundle1, processes P1-P4 receive the plane
data respectively from P6-P9. P6-P9 are the remaining
processes belonging to other groups. In this way, each
process only receives data from one other process.
Similar operations happen to Bundle2 and Bundle3.

Figure 7. Partitioning scheme of IPS. IPS: Isolation-Driven
Partitioning Scheme.
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Instead, if we follow BPS or LPS, every process needs
to receive the plane data from all other eight processes
during data shuffling for its own plane.

Like BPS and LPS, inside each AG, a bundle root is
elected to gather the plane data and write the data to
storage. For brevity, such procedure is not shown in
Figure 7. IPS is able to reduce Tsfl by alleviated conges-
tion compared to the all-to-all data shuffling in BPS
and LPS.

V Experimental evaluation

In this section, we systematically evaluate the effective-
ness of BPAR. The results are gathered from the
Discover supercomputer (Discover Supercomputer
Statistics, n.d.) that is operated by the NASA Center
for Climate Simulation (NASA Center for Climate
Simulation, n.d.). The Discover supercomputer has an
aggregate of 67 racks, containing 43,240 compute cores
that yields 1.0018 Pflops/s of computational power.
Each compute node consists of either two 2.6 GHZ,
oct-core Intel Xeon Sandy Bridge processors with
32 GB of memory or two 2.8 GHZ, and hex-core Intel
Xeon Westmere processors with 24 GB of memory.
The underlying storage system of the Discover super-
computer uses the IBM GPFS and consists of 2.46 PB
of total storage.

For our evaluation, we place eight processes on each
physical node. We run GEOS-5 to simulate 24-h cli-
mate change with a bundle output frequency of 3 h.
This results in a total of 56 files for the 8-time step run.
After each simulation, the average I/O time of each
time step is calculated. We run each simulation five
times and get the median for the result.

A Overall performance of BPAR

To evaluate the performance of BPAR, we implement
BPAR on top of GEOS-5 with its three partitioning
schemes. Figure 8 shows its total I/O time as a result of
the increasing number of processes.

The BPS, LPS, and IPS demonstrate compelling
benefits over GEOS5-NetCDF. They reduce the I/O
time delivered by GEOS5-NetCDF by 53%, 47%, and
51% on average, respectively. In addition, all three
cases show better scalability. This is because unlike
baseline NetCDF-based GEOS-5, which couples all the
processes in writing each bundle, BPAR partitions the
processes into different AGs, thereby enabling all of
the AGs to work concurrently. Meanwhile, the smaller
communication domain in each AG alleviates the con-
tention, which is the main reason for the more durable
scalability.

We have also observed distinct performance patterns
between these three schemes. Although IPS initially per-
forms the worst, it gradually catches up and ultimately

delivers the optimal performance at 256 and 512 pro-
cesses. On the contrary, BPS initially performs the best
but lags behind when compared with IPS at 256 and
512 processes. Although LPS initially yields comparable
performance to BPS and better performance than IPS,
such trend stops at 256 processes, and it performs the
worst from this point on.

B An in-depth understanding of BPAR’s performance

To better understand the distinct performance of
BPAR’s three partitioning schemes, we analyze the
major overhead dominating the I/O time. As men-
tioned earlier, the total I/O time of BPAR is mainly
composed of shuffle time, aggregation time, and write
time. Since the aggregation and write operation are
interleaved with each other, we name the entirety as
collective write operation.

1 Analysis of shuffle operation. Figure 9 shows the shuffle
time of BPS, LPS, and IPS. Among the three schemes,
IPS constantly delivers the optimal performance, it also
scales the best. This is because the all-to-all shuffling in
BPS and LPS results in heavy network congestion. IPS
alleviates the network congestion by restricting the
incoming network traffic of each process from the other
processes to only a portion of the corresponding pro-
cesses. In contrast, LPS almost always consumes the
most shuffle time. This is because LPS prioritizes local-
ity over the balanced workload. By assigning the pro-
cesses in the same physical node to the same AG, some
of the smallest AGs acquire the overprovisioned num-
ber of processes, while other AGs that actually starve
for more resources are left unnoticed, resulting in the
prolonged overall shuffle time.

Figure 10 shows the data shuffling time spent on the
largest bundle named ‘‘moist.’’ As expected, LPS con-
sumes the most shuffle time on this bundle. Table 1

Figure 8. Performance of GEOS-5 with BPAR. GEOS-5:
Goddard Earth Observing System, version 5; BPAR: Bundle-
based PARallel Aggregation.
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further reveals the group size of LPS is constantly the
smallest. This explains the trends in Figures 9 and 10.

2 Analysis of collective write operation. We have also mea-
sured the time spent on collective write operation as
shown in Figure 11. Overall, collective write time of all
three schemes initially decreases with the growing num-
ber of processes, then cease to decrease at a large num-
ber of processes. This is because each physical node on
Discover is able to absorb the incoming stream from
the processes on multiple nodes (each node launches
eight processes); when it is saturated, the performance
is slowed down by the heightened contention. In

addition, we observe the collective write time of IPS is
significantly beyond the other two. The collective write
time of LPS and BPS are close to each other. To find
the reason, we respectively calculate the aggregation
time and the write time of the bundle roots.

Figure 12 reveals the write time of the three schemes
for bundle moist. Overall, the write time of BPS, LPS,
and IPS are close to each other. This is because the
write operation is handled by the bundle root for all
three schemes. Therefore, the different aggregation time
is the major reason for the distinct collective write time.
As we can see from Figure 13, the aggregation time of
LPS is similar to BPS, despite the better locality of
LPS. This is because the high-speed Infiniband
deployed on Discover blurs the performance gap

Table 1. Group size of moist.

Number of processes 32 64 128 256 512

BPS 11 21 39 79 155
LPS 8 8 8 72 136
IPS 11 21 39 79 155

BPS: Balanced Partitioning Scheme; IPS: Isolation-Driven Partitioning Scheme; LPS: Locality-Oriented Partitioning Scheme.

Figure 9. Total shuffle time of BPS, LPS, and IPS. BPS: Balanced
Partitioning Scheme; IPS: Isolation-Driven Partitioning Scheme;
LPS: Locality-Oriented Partitioning Scheme.

Figure 10. Comparison of the shuffle time of moist.

Figure 11. The performance of collective write operation.

Figure 12. Comparison of the write time of moist.
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between intranode communication and internode com-
munication. In particular, intranode communication in
LPS is achieved by memory copy among different pro-
cesses, the QDR Infiniband on Discover delivers com-
parable network bandwidth to memory bandwidth. So
the more intranode communication in LPS shows no
more advantage over BPS. We have also observed the
aggregation time of IPS is much longer than BPS and
LPS. Such large aggregation time results from the
transfer size of IPS. IPS evenly distributes the plane
data to group members, so the transfer size is a fraction
of the plane size, while the transfer size of BPS and
LPS amount to the plane size.

C Analysis of BPAR’s support for parallel I/O outside
GEOS-5

We have also conducted experiments to investigate the
benefit that BPAR brings to collective I/O for the access
of multiple files. In the baseline case, all the processes
write to multiple files following ROMIO, a collective
MPI-IO implementation that have all the processes col-
laboratively shuffle and write the data belonging to one
file each time. In the BPAR case, all the processes write
multiple files following BPAR. Since the two major oper-
ations involved in ROMIO are shuffle and I/O, for fair
comparison, we include the same two operations in
BPAR without the aggregation phase. Namely, after
each AG acquires its file data, it directly writes the file to
the file system without aggregation. We use BPS to
assign the processes into each AG. To reflect the effect
of BPAR on different PFSs, we characterize its perfor-
mance on both Discover (Discover Supercomputer
Statistics, n.d.) and Titan (Introducing Titan, n.d.) super-
computer. In all the rest of the experiments, we place one
process on each physical node.

1 Experimental analysis on discover. We first evaluate
BPAR support on Discover supercomputer, we have 64
processes (64 is the maximum allowable number of
physical nodes allocated to an application on Discover)
write a varying number of shared files to the PFS. Each

file is chopped into 16 KB segments, and these seg-
ments are assigned to all the processes in a round-robin
manner. The total data size written by each process is
1 GB, and all the shared files are of the same size.
Figure 14 compares the total I/O time of the baseline
and BPAR. BPAR initially demonstrates only slight
advantage over the baseline. However, its benefit
becomes more and more obvious with an increasing
number of shared files involved. On average, BPAR
accounts for 85% of the baseline’s I/O time.

To further investigate the main factors that contrib-
ute to BPAR’s performance, we have dissected the write
time and shuffle time of the baseline and BPAR, shown
in Figures 15 and 16 respectively. The write time of the
BPAR is comparable to the baseline. This is because
files in GPFS are striped across all disks in the file sys-
tem (Schmuck and Haskin, 2002). Both technique uti-
lizes all the disks in writing each file. On the other
hand, the shuffle time of BPAR stays constantly below
the baseline, the gap is prolonged with the more and
more files involved. This is because ROMIO couples all
the processes together in writing each file, so writing
multiple files involves multiple rounds of shuffle and
write operations. Since the shuffle time of each round is
bounded by the last process that receives its entire data
set, the accumulated shuffle time over multiple-round
operations are significantly prolonged by the slowest

Figure 13. Comparison of the aggregation time of moist. Figure 14. Comparison of the total I/O time on Discover.

Figure 15. Comparison of the write time on Discover.

10 The International Journal of High Performance Computing Applications

 at FLORIDA STATE UNIV LIBRARY on June 20, 2016hpc.sagepub.comDownloaded from 

http://hpc.sagepub.com/


processes in each round. In contrast, BPAR involves
only one round of data shuffle to send each file to its
corresponding AG. Although its shuffle time is also
bounded by the slowest process, such impact is alle-
viated with its one-round operation.

2 Experimental analysis on Titan. To investigate BPAR’s
support on other modern PFSs, we have also compared
the performance of the BPAR and the baseline on
Titan following the same experiment set-up as the
Discover.

Titan is the world’s second largest supercomputer
hosted in Oak Ridge National Laboratory (ORNL,
Oak Ridge, Tennessee, USA). Each node is equipped
with a 16-core 2.2 GHz AMD Opteron 6274
(Interlagos) processor, 32 GB of RAM, and a connec-
tion to the Cray custom high-speed interconnect. Titan
is connected to Spider II, a center-wide Lustre-based
file system. It features 30 PB of disk space, offering
1 TB/s aggregated bandwidth organized in two non-
overlapping identical file systems, each providing
500 GB/s I/O performance. The default stripe size of
each created file is 1 MB. The default stripe count is 4.

Figure 17 compares the total I/O time of BPAR and
the baseline. On average, the I/O time of BPAR
accounts for only 20% of the baseline, and the gap
between the two is aggrandized with more and more
files involved. Figures 18 and 19 respectively reveal the
write time and shuffle time of the two. It can be per-
ceived that the performance gap mainly comes from
the write operation. This is because unlike the GPFS
that stripes each file across all the disks, Lustre file sys-
tem strives to stripe each file across a set of distinct
disks. By shuffling each file to its corresponding AG,
all AGs are able to concurrently work on their own
files, thereby utilizing the supplied bandwidth of all
the assigned disks. In contrast, ROMIO couples all the
processes in writing each file, so in each round only the
disks belonging to one file is utilized. The more files
involved, the more percent of supplied bandwidth is
wasted. We have also observed that the data shuffle

benefit of BPAR on Titan is less significant than
Discover. This is because each process on Titan super-
computer is able to absorb more traffic than the
Discover supercomputer. Therefore, the bandwidth
supplied to each shuffler is less likely to be impacted by
other competing shufflers. To demonstrate such effect,
we have from 1 to 32 processes located on different
physical nodes concurrently send 32 GB network
requests to 1 receiving process located on another
nodes and compare the ingress bandwidth on Discover
and Titan, the result of which is shown in Figure 20.
Both bandwidths are saturated with two processes. The

Figure 16. Comparison of the shuffle time on Discover. Figure 17. Comparison of the total I/O time on Titan.

Figure 18. Comparison of the write time on Titan.

Figure 19. Comparison of the shuffle time on Titan.
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ingress bandwidth of Titan is 54% more than Discover
on average.

D Discussion

From the experimental analysis, we find GEOS-5 with
BPAR delivers significantly higher throughput than
baseline GEOS-5, because BPAR’s partitioned and
decoupled I/O on each bundle file results in better par-
allelism and scalability. Meanwhile, we perceive differ-
ent performance between BPS, LPS, and IPS. While
IPS reduces the shuffle time with mitigated network
congestion, it is likely to deliver suboptimal perfor-
mance in aggregation operations because the small
transfer size is not favored by the network. This indi-
cates that IPS is better used for workloads with large
plane sizes. More generally, it fits the workload in
which the shared file is composed of several large, con-
tiguous extents striped among each process. BPS bal-
ances the workload of each AG well, so it delivers the
most constant performance compared with the other
two. BPS can serve as the default scheme for BPAR
with a reasonable number of processes, but when the
number of processes is large, BPS is better replaced by
IPS due to the heavy congestion incurred by data shuf-
fling. LPS achieves good locality, but it may result in an
imbalanced workload. This is especially true for work-
loads that involve a lot of small bundles. Meanwhile,
the locality is not necessary for the system deployed
with high-speed network, such as Infiniband. Ideally
LPS should be used on the system whose network
bandwidth is restricted. The application developer
should be aware of the workload distribution under
LPS.

Our characterization of BPAR on Discover and
Titan supercomputing reveals two of its benefits: First,
BPAR makes better utilization of disks by having mul-
tiple groups concurrently work on their own files.
Second, by decoupling the collective write on each file,
BPAR can parallelize the operation on multiple files,
reducing the synchronization overhead. Our characteri-
zation does not include the operation of aggregation.

We believe BPAR can achieve even more compelling
performance improvement via wise aggregation. Since
the number of aggregators elected can pose significant
impact to the I/O bandwidth (Yu et al., 2008). When
the aggregation is included, we believe the BPS, LPS,
and IPS are applicable according to their respective
advantages.

VI Related work

Improving the I/O performance on large-scale HPC
systems has been a highly active research topic and has
gained broad attention over the past few decades. In
general, work surrounding such topic can be categor-
ized into three levels: file sytem-level optimizations,
middleware-level optimizations, and application-level
optimizations.

Early work on file systems includes the large-scale
development and adoption of PFSs, such as Lustre (Liu
et al., 2013c), GPFS (Schmuck and Haskin, 2002),
Parallel Virtual File System (Ross et al., 2000) and the
effort to optimize their internal implementations by
augmenting network transfers (Carns et al., 2009),
caching strategies (Byna et al., 2008), I/O scheduler
(Qian et al., 2009), or through more hardware-based
integrations and upgrades (Oral et al., 2013, 2014;
Shipman et al., 2012). These works focus on the funda-
mental software layers that directly interact with the
storage, which is orthogonal to our work. Recently,
HPC systems are experiencing a paradigm shift from
compute-centric paradigm to data-centric paradigm
(Wang et al., 2014a). Many HPC systems have provided
support for MapReduce-based data analytics, such as
Gordon on SDSC and Wrangler at TACC. The aggre-
gated local disk I/O with HDFS can deliver scientific
applications with scalable I/O throughput. However,
unlike conventional PFSs in HPC, Hadoop Distributed
File System (HDFS) is an append-only file system
designed for batch processing, it doesn’t support some
of the typical scientific workloads, such as N-1 I/O pat-
tern (multiple processes access a shared file).

The middleware-level optimizations largely center
on parallel I/O techniques and I/O off-loading. MPI-
IO (Thakur et al., 1999) is a parallel I/O middleware
widely applied to scientific applications. It provides
applications with parallel access to shared data sets, in
addition to superior aggregation strategies to coalesce
small data into larger ones. Advanced parallel I/O mid-
dleware libraries such as PnetCDF (Li et al., 2003),
HDF5 (HDF5 Home Page, n.d.) are built on top of
MPI-IO, while inheriting most of its features, they
allow applications to access the shared data set at the
granularity of variables, which are more user-friendly.
The popularity of MPI-IO and its ramifications have
drawn plenty of effort for their optimizations (Gao et
al., 2009; Howison, 2012; Liu, et al., 2013a; Xu et al.,

Figure 20. Comparison of the ingress bandwidth per process.
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2013). However, these techniques are not feasible to
frequent and small collective I/O workload since the
synchronization overhead and I/O contention caused
by the small I/O requests will soon submerge the bene-
fit from enhanced parallelism (Yu and Vetter, 2008).

Meanwhile, a plethora of other powerful parallel
techniques are designed to more or less compensate for
the deficiency of MPI-IO and its derivatives. ADIOS
(Lofstead et al., 2009) uses chunking to improve the
data locality and the request size. Meanwhile, it allevi-
ates the synchronization overhead by allowing users to
predefine the data format in XML file. However, this
introduces extra overhead for the users, and the output
in Binary Packed format is only accessible using the
ADIOS interface. PLFS (Bent et al., 2009) improves
the performance by transforming the one-file-multiple-
processes (N-1) pattern to one-file-per-process (N-N)
pattern. In doing so, it maximizes the I/O sequentiality
and reduces the synchronization overhead while still
retaining high concurrency. Like ADIOS, the output
format is only recognizable by PLFS interface and in
some PFSs, the N-N pattern can introduce nonnegligi-
ble metadata overhead (Yu et al., 2008).

Aside from parallel I/O techniques, I/O off-loading
is another extensively used middleware-level approach
that aims to reduce both I/O workload and I/O time on
the compute node. It achieves its purpose using dedi-
cated I/O nodes. In general, it falls into three categories:
I/O forwarding (Ali et al., 2009; Vishwanath et al.,
2010), I/O staging (Abbasi et al., 2010; Nisar et al.,
2008) and burst buffer (Liu et al., 2012; Wang et al.,
2014c, 2015). I/O forwarding focuses on eliminating
system noise from I/O operations by off-loading I/O to
dedicated I/O nodes. Most notably, it has been applied
on Blue Gene/P systems. I/O staging stages the data set
to a set of dedicated I/O nodes for online data sharing
and analysis. Burst buffer is a recent technique that cap-
tures the bursty behavior of scientific applications.
Burst buffer system can temporarily buffer the burst of
scientific dataset in the high-performance storage such
as dynamic RAM and solid-state disk and allows the
actual data flushing to the file system to be conducted
simultaneously with application’s ensuing computation,
thereby largely reduce the time spent on scientific appli-
cations’ I/O phase.

The application-level optimizations generally focus
on how to port the parallel techniques to the applica-
tions for enhanced parallelism. Tian et al. (2013) add
ADIOS support to GEOS-5 and obtain significant I/O
performance improvement. Li et al. (2002) replace the
sequential I/O operation in adaptive mesh refinement
cosmology application with MPI-IO and HDF5 and
point out the advantages and disadvantages of these
techniques. Similarly, Johnson and Bethune, 2012 opti-
mize PARA-BMU, the solver part of a voxel-based

bone modeling suite using NetCDF and HDF5
libraries.

Our work stays between the middleware-level and
application-level optimization. Different from the
aforementioned work, our work captures the scientific
applications’ behavior that in each I/O phase there will
be multiple bundles files generated and stored on the
PFS (Wang et al., 2014d). We focus on researching the
potential benefit that can be attained from cross-bundle
optimizations and build the related framework to accel-
erate the representative application GEOS-5, together
with a broad range of other scientific applications on
various computing platforms. BPAR mitigates several
aforementioned deficiencies of existing parallel I/O
techniques, such as low storage utilization, synchroni-
zation overhead, I/O contention, and so on.

VII Conclusions

In this work, we have explored the major factors that
restrict the I/O performance of baseline NetCDF-based
GEOS-5 I/O and GEOS-5 with PnetCDF. Based on
our analysis, we research a BPAR framework, together
with three of its partitioning schemes to enhance the
I/O performance of GEOS-5 and a broad range of
other scientific applications. Our experiment result
reveals BPAR can outperform baseline GEOS-5 by up
to 2.13 , and it is promising for I/O acceleration on
the different computing platforms.

As a future work, we plan to research a smart aggre-
gation scheme that is able to adaptively select the best
number of aggregators for each AG based on the work-
load and plug this scheme into BPAR framework. We
will also implement such framework inside the MPI-IO
library to enhance its support for multiple-file
operations.
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