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Abstract

Two–constrained quality of service (QoS) routing finds a
route in the network that satisfies two independent quality
of service constraints. This problem is NP–hard and a num-
ber of heuristic algorithms have been proposed to solve the
problem. This paper considers two heuristics, namely the
limited granularity heuristic and the limited path heuristic,
that can be applied to the extended Bellman–Ford algorithm
to efficiently solve two–constrained QoS routing problems.
Analytical and simulation studies are conducted to compare
the effectiveness of the heuristics in finding the paths that
satisfy the QoS constraints and the time/space requirements
of the heuristics. The major results of this paper include
the followings. First, the paper proves an optimal limited
granularity heuristic scheme. The scheme is optimal in the
sense that it provides optimal worst case guarantee in find-
ing the paths that satisfy the QoS constraints among all lim-
ited granularity heuristic schemes. Second, the paper shows
that, in polynomial time, the limited path heuristic has very
high probability in finding a path in a randomly generated
graph that satisfies the QoS constraints if such a path exists.

1 Introduction

The migration to integrated networks for voice, data and
multimedia application introduces new challenges in sup-
porting predictable communication performance. Multime-
dia applications require the communication to meet strin-
gent requirement on delay, delay–jitter, cost and/or other
quality of service (QoS) metrics. QoS routing, which iden-
tifies paths that meet the QoS requirement and selects one
that leads to high overall resource efficiency, is the first step
toward achieving end–to–end QoS guarantees.

The QoS requirement of a connection is typically speci-

fied as a set of constraints. For example, a delay constraint
requires the total delay of a path to be no greater than a given
upper bound. There are two types of QoS constraints, link
constraints and path constraints [2]. The link constraints
are the QoS metrics that can be determined by the state of
the bottleneck link. Examples of link constraints include
bandwidth constraints and buffer space constraints. The
path constraints are the QoS metrics that can be determined
by the combined state of the whole path. Examples of path
constraints include delay constraints and cost constraints.

The multi-constrained path routing is to find a path that
satisfies multiple independent path constraints. One exam-
ple is to find a route with bounded end–to–end delay and
bounded end–to–end cost. The multi–constrained path rout-
ing is known to be NP–hard[4, 7] under the assumption
that the QoS metrics are real numbers or unbounded integer
numbers. In the rest of the paper, it is assumed that the QoS
metrics are real numbers. Two–constrained path routing, a
special case of the multi–constrained path routing, is also
NP–hard. The Bellman–Ford shortest path algorithm has
been extended to solve two–constrained path routing prob-
lems [1, 8]. The algorithm in [8] guarantees to find a path
that satisfies the QoS constraints if such a path exists. In the
worst case, the time complexity of the algorithm may grow
exponentially with respect to the network size. Algorithms
in [1] find approximate solutions in polynomial time.

This paper considers two polynomial time heuristics, the
limited granularity heuristic and the limited path heuristic,
that can be applied to the extended Bellman–Ford algorithm
to solve two–constraints QoS routing problems. The lim-
ited granularity heuristic obtains approximate solutions in
polynomial time by using finite domains, such as bounded
ranges of integer numbers, to approximate the infinite num-
ber of values that QoS metrics can take. The limited path
heuristic focuses on the cases that occur most frequently
in general and solves these cases efficiently and effectively.
For a randomly generated graph, the limited path heuristic



can efficiently and with very high probability find a path that
satisfies the QoS constraints when such a path exists. The
main contributions of the paper are as follows. First, the
paper summarizes two types of heuristics that can be ap-
plied to the extended Bellman-Ford algorithm to efficiently
solve two–constrained QoS path routing problems. Second,
the paper proves that the algorithm proposed in [1] is opti-
mal among all the limited granularity heuristics in the sense
that the algorithm provides optimal worst case guarantee in
finding paths that satisfy the QoS constraints. Third, the pa-
per proposes the limited path heuristic and shows that the
heuristic can efficiently find paths that satisfy the QoS con-
straints with very high probability when such paths exist.
Finally, the paper evaluates and compares the two heuris-
tics.

The rest of the paper is organized as follows. Section
2 formally describes the multi-constrained QoS path prob-
lem and discusses the extended Bellman–Ford algorithm
that can solve this problem. Section 3 studies the limited
granularity heuristic for two–constrained problems. Section
4 presents the limited path heuristic. Section 5 summarizes
the simulation results. The related work is discussed in Sec-
tion 6. Section 7 concludes the paper.

2 Background

2.1 Notation and Assumptions

The network is modeled as a directed graph
���������
	

,
where

�
is the set of nodes representing routers and

�
is

the set of edges representing links that connect the routers.
Each edge �������� is associated with � independent
weights, ��� � � 	 , ��� � � 	 , ..., ��� � � 	 , where ��� � � 	 is a positive
real number ( ��� � � 	�� �"! ) for all #%$'&($'� . The notation
� � � 	 �)� � �*�+� 	 � � � � � � 	,� � � � � 	,�.-/-0-0� � � � � 	1	 is used
to represent the weights of a link. It is assumed that the
weight functions are additive [7], that is, the weight of a
path is equal to the summation of the weights of all edges
on the path. Thus, for a path 23�)�546�7� � �+� � �-/-0- �)�5� , ��� � 2 	 ��8 �9/: � �;� � � 9=< �>�?� 9 	 . Notation � � 2 	 $
� �=@A	 denotes ��� � 2 	 $���� �B@A	 for all #C$D&E$F� . Other
comparative operators G , � , H , I and arithmetic operatorsJ , K on the weight vectors are defined similarly. Let a path
2L�C� 4 �F�M���F�A��� -0-/- �F�5� and a link �"�6�M�N�F�5� ! � .
The notation 2 J � or 2 J � � �+� � ! � denotes the path
�O4L�P� � �P� � � -0-0- �P� � �P� � ! � . Given a set Q , the
notation R QSR denotes the size of the set Q .

2.2 Multi–Constrained Path Problem

Definition 1: Given a directed graph
���B�T�1�U	

with �VIXW
weight functions � �ZY � � � ! , � �EY � � � ! , ..., � �[Y� � � !

, a path 26�]\.^`_a�b� � �b� � � -0-/- �dce\.f is

0

1

2

3

(1.0, 20.0)(1.0, 20.0)

(20.0, 1.0) (20.0, 1.0)

Figure 1. Optimal QoS paths

said to be an optimal QoS path from node \.^O_ to node cg\.f
if there does not exist another path

@
from node \.^O_ to node

cg\.f such that � �=@A	 G]� � 2 	 , that is, for all #h$D&E$D� ,��� �=@A	 Gh��� � 2 	 .
When �i�F# , the optimal QoS path is the same as the

shortest path. When �aHj# , however, there can be multiple
optimal QoS paths between two nodes. For example, in
Figure 1, both path 2 � �XkL�l#%�nm and path 2 � �XkL�
WN�?m are optimal QoS paths from node 0 to node 3.
Lemma 1: If there exists a path from node \.^`_ to node
cg\.f that satisfies the QoS constraints, then there exists an
optimal QoS path from \.^O_ to ce\.f that satisfies the same
QoS constraints.
Proof: Straight forward from the definition of the optimal
QoS path. o

Lemma 1 establishes that for a QoS routing algorithm to
guarantee finding a path that satisfies the QoS constraints
when one exists, the algorithm only needs to cover the op-
timal QoS paths. The optimal QoS paths are interesting be-
cause each optimal QoS path can potentially satisfy partic-
ular QoS constraints that no other path can satisfy. On the
other hand, when there exists a path that satisfies the QoS
requirement, there always exists an optimal QoS path that
satisfies the same QoS requirement.
Definition 2: Given a directed graph

���������
	
, a source

node \.^O_ , a destination ce\.f , �6IpW weight functions �>� Y� � � ! , ��� Y � � � ! , ..., �S� Y � � � ! , � constants
_ � , _ � , ... _ � ; the multi–constrained path problem is to find
a path 2 from \.^`_ to ce\.f such that � � � 2 	 $h_ � , � � � 2 	 $C_ � ,
..., � � � 2 	 $j_ � . For a problem with � constraints, we call
the problem a � –constrained problem. In particular, when
���qW , the problem is called a fr��s –constrained problem.

2.3 Extended Bellman–Ford Algorithm

Figure 2 presents an Extended Bellman–Ford Algo-
rithm (EBFA) that solves the multi–constrained QoS rout-
ing problem. The algorithm is a variation of the Con-
strained Bellman–Ford algorithm [8]. EBFA extends the
original Bellman-Ford shortest path algorithm [3] by hav-
ing each node � to maintain a set tNuSv�w � � 	 that records
all optimal QoS paths found so far from \x^O_ to � . Rou-
tine y �{z(z(| u�} ~{� �>� determines whether there exists
a path that satisfies the QoS constraints from \x^O_ to ce\xf . In
y �{z(z(| u�} ~{� �>� , lines (1) to (3) initialize the vari-



RELAX(u, v, w)
(1) For each � � ��� in PATH(u)
(2) ���	��
���
(3) For each � ����� in Path(v)
(4) if( � � ����� � ����������� � ����� ) then���	��
� �
(5) if ( � � ���!� � �"�����#�%$ � ����� ) then

remove � ����� from &('*),+ �����
(6) if

� �-�	�.
/�0� � then
add � � ���1� � �"���2��� to &('*),+ �"���

BELLMAN-FORD( 3 , � , 4 , 576�4 , 8�579 )
(1) For :;�<� to = > � 3 � =�?@�
(2) &('�),+ � : � � A
(3) &('�)B+ � 5C6�4 � �EDF��G
(4) For :;�0� to = > � 3 � =�?@�
(5) For each edge

�����2����HJI/� 3 �
(6) RELAX(u, v, w)
(7) For each � � ��� in &('�),+ � 8�5C9 �
(8) if ( � � ���%$ 4 ) then return “yes”
(9) return “no”

Figure 2. Extended Bellman–Ford Algorithm

ables and lines (4) to (6) perform the relax operations. Af-
ter the relax operations, all optimal QoS paths from node
\x^O_ to node ce\.f are stored in tNuSv�w � ce\.f 	 . Lines (7) and
(8) check whether there exists an optimal QoS path that sat-
isfies the QoS constraints. The

�>�
z uLK � � � � � � 	 opera-
tion is complicated since all the elements in tNuSv�w � � 	 and
tNuSv�w � � 	 must be considered. For each element � � 2 	 in
tNuSv�w � � 	 , line (4) in the RELAX routine checks whether
there exists an old path

@
from \.^O_ to � that is better than

path 2 J � �X� � 	 . If such
@

exists, then 2 J � �X� � 	
is not an optimal QoS path. Line (5) checks whether path
2 J � � � � 	 is better than any old path

@
from \.^O_ to � . If

such
@

exists, then path
@

is not an optimal QoS path and is
removed from the set tNu�v�w � � 	 .

The algorithm executes the RELAX opera-
tion � � R � R0R � R 	 times, where

�
is the set of nodes and

�
is the set of edges in the graph. The time and space needed
to execute the RELAX(u, v, w) depend on the sizes of the
tNuSv�w � � 	 and tNuSv�w � � 	 sets, which are the number of
optimal QoS paths from node \.^`_ to nodes � and � respec-
tively. Since the number of the optimal QoS paths from \x^O_
to � or � can be exponential with respect to the size of

�
and
�

, the time and space requirement of
� y
~Nu may also

grow exponentially.
Both the limited granularity heuristic and the limited

path heuristic aim at reducing the time and space require-
ment of

� yU~Nu while maintaining its effectiveness in find-
ing paths that satisfy the QoS constraints. The idea of both
heuristics is to limit the number of paths maintained in each
node, that is, the size of the set tNuSv�w , and thus, limit the
time and space requirement to execute the

�"�{z uMK opera-

tion. The next few sections will discuss the limited granu-
larity heuristic and the limited path heuristic in details.

3 The Limited Granularity Heuristic for
Two–Constrained Problems

The idea of the limited granularity heuristic is to use
bounded finite ranges to approximate the QoS metrics,
which reduces the original NP–hard problem to a simpler
problem that can be solved in polynomial time. This heuris-
tic is a generalization of the algorithm in [1].

Let � �qY � � � !
and � �'Y � � � !

be the two
weight functions associated with each link in the graph

� ��B�T�1�
	
. The goal of the two–constraints QoS routing is to

find a path 2 that satisfies the two QoS constraints, � � � 2 	 $
_ � and � � � 2 	 $i_ � .

The limited granularity heuristic limits the number of
paths maintained in each node to be K and uses a bounded
finite range that contains K elements to approximate one of
the two QoS metrics. Since approximating �>� is essentially
the same as approximating ��� , in the rest of the discussion,
it is assumed that ��� is approximated. The limited granular-
ity heuristic maps the range N k � _`�FO (with infinite elements)
into a finite range with K elements, ^5� , ^ � , ..., ^#P , where
kZG'^ � G'^ � G -0-/- G'^ P ��_ � . Any � � weight Q � N k � _ � O
is approximated by ^ 9 if and only if ^ 9=< � GRQ'$3^ 9 . No-
tation Sg� � � 2 	 will be used to denote the approximated � �
weight of 2 in the bounded finite domain. The choice of the
values ^ � , ^ � , ..., ^ P is called a mapping scheme.

The limited granularity heuristic is shown in Figure 3.
Each node � maintains a table cTN � �7U O , #?$ U $VK ,
that records the best QoS paths (smallest � � weight paths)
with ��� weights less than or equal to ^A� , ^.� , ..., ^#P . In
the
�"�{z uMK � � � � � � 	 operation, to compute c � � �7U 	 , only

c � � �XWe	 , where
W

is the largest � such that ^A�%$V^ 9 K��S� � � � � 	 ,
needs to be checked. The choice of

W
guarantees the �>�

weight of the considered path to be less than ^ 9 . The�"�{z uMK routine in the limited granularity heuristic has a
time complexity of � � K 	 . By limiting the granularity of
the QoS metrics, the limited granularity heuristic has a time
complexity of � � KiR � R0R � R 	 .

A number of important questions related to the perfor-
mance of this heuristic have yet to be answered. How large
(small) should we set the value K for the algorithm to be
effective? How to choose the values for ^ � , #�$�&�$YK , to
achieve best results? The rest of the section will attempt to
answer these questions.
Lemma 2: Let K be the size of the table maintained in each
node. When ��� weight for each link is a positive real num-
ber, the limited granularity heuristic cannot find any path
that meets the two conditions: (1) the path satisfies the QoS
constraints, and (2) the length of the path is larger than K .
Proof: See [9]. o



RELAX(u, v, w)
(1) for each 8�� ��� :�� H &('�)B+ �����
(2) Let � be the largest � such that 6�� $ 6���? �
	 ���������
(3) if ( 8�� ��� :���� 8�� ��� �� � ��� �"��� ��� ) then
(4) 8�� ��� :��-� 8�� ��� ��� � ��� �"��� ���
Limited Granularity Heuristic( 3 , � , 4 , 576�4 , 8�579 )
(1) For :;�<� to = > � 3 � =�?@�
(2) For ���� to �
(3) 8�� : � ��-���
(4) For ��0� to �
(5) 8�� 5C6�4 � ����� �
(6) For :;�0� to = > � 3 � =�?@�
(7) For each edge

�����2����HJI/� 3 �
(8) RELAX(u, v, w)
(9) if ( 8�� 8�5C9 � ��� $ 4�� ) then return “yes”
(10) return “no”

Figure 3. The limited granularity heuristic

Lemma 2 shows that in order for the limited granular-
ity heuristic to be effective in finding paths of length

z
,

the number of entries in each node should be at least
z

.
For an } –node graph, paths can potentially be of length } .
Thus, the limited granularity heuristic should at least main-
tain � � } 	 entries in each node to be effective.
Theorem 1: Let K be the number of table entries in each
node. If there exist a path 2 such that

� � � 2 	 $C_ � K
z Kh#
K

� _ � � � � � 2 	 $C_ � �

the limited granularity heuristic with the uniform mapping
scheme, that is, ^ 9 � U �����P , for all #�$ U $ K , can
guarantee finding a path

@
that satisfies the QoS constraints

�S� �=@A	 $F_.� � ��� �=@A	 $F_ � . Limited granularity heuristics
with other mapping schemes cannot guarantee to find a path
that satisfies the QoS constraints.
Proof: The limited granularity scheme with the uniform
mapping scheme is similiar to the algorithm in [1]. The
proof of the first half theorem can be found in [1].

Consider the second half of the theorem, the limited
granularity heuristic using other mapping schemes cannot
guarantee to find a path that satisfies the same QoS con-
straints. Let the other mapping scheme maps N k � _O�FO to X
numbers, S � , S � , ..., S P where kEGYS � G S � G -/-0- G S P �
_ � . Let

W
be the largest number such that S��"G W ��� �P . Con-

sider the two cases.

 Such
W

does not exist. S �'H ���P . Consider a lin-
ear graph with K J # nodes. ��� � � 9 � � 9 ! � 	 �� ��!7P#" , for all k $ U $ K)K # . Consider the path
2 � � 4 � �M� � -0-/- � �-P . &B�%$'&ef)( � 2 	 � K .
� � � 2 	 � K �*� ��+! P " � � ��FP $ _ � K P < �P � _ � . Thus,
using the uniform mapping, the limited granularity

heuristic can detect this path. When using other map-
ping scheme, SM� � � 2 	 I K � S � H6_ � and the heuris-
tics cannot find the path.

 Such
W

exists. Consider a linear graph with K*K W J W
nodes, � 4 , �M� , ..., ��P < � ! � . Let the weight function be
� � � � 9 � � 9 ! � 	 � � !�, �- </.+0�+!�1"P < ��2 , for all # $ U $ K K W .
��� � � 4 � �M� 	 � . 0 ! � ! , �-� . Consider the path 2 �
�O4>�D� � � -0-/- �D� P < � ! � , � � � 2 	 � . 0 ! � ! , �-� J � KhKWe	 � � ! , �- <'. 0�!�1"P < ��2 � �P _.��$C_.� K P < � ! � < �P _.� . In the non-
uniform mapping scheme, Sg� � � �O4 � � � 	 � S3� ! � .
Using similar proving technique as in the proof of
Lemma 2, it can be shown that after considering KiK W
more links, Sg� � � 2 	 H S P �6_ � and the heuristic can-
not find the path. o

This theorem shows that by maintaining K]�q� � } 	 en-
tries in each node, the limited granularity heuristic has a
good chance of finding a path that meets the QoS constraints
if one exists. However, the constant factor in the � � } 	
should be fairly large to achieve good performance. For ex-
ample, if K � #.k5k � } , the heuristic guarantees to find a
path 2 with � � � 2 	 $ k - 434 _ � � � � � 2 	 $ _ � , which is very
close to the original QoS constraints � � � 2 	 $'_ � � � � � 2 	 $
_ � . This theorem also shows that the uniform mapping
scheme can achieve the optimal worst case guarantee in
finding paths that satisfy the QoS constraints among all lim-
ited granularity schemes.

4 Limited Path Heuristic for
Two–Constrained Problems

The limited path heuristic ensures the worst case poly-
nomial time complexity by maintaining a limited number
of optimal QoS paths, say K optimal QoS paths, in each
node. The heuristic is basically the same as the extended
Bellman–Ford algorithm in Figure 2 except that before a
path is inserted into tNuSv�w , the size of tNuSv�w is checked.
When tNuSv�w already contains K elements, the new path
will not be inserted. Note that the performance of the
heuristic can be improved by using more flexible path re-
placement schemes that replace existing optimal QoS paths
with newly found optimal QoS paths. However, to sim-
plify the analysis, it is assumed that new path will not be
inserted when the size of the set reaches the limit. By lim-
iting the size of tNuSv�w to K , the time complexity of the�"�{z uMK operation is reduced to � � K � 	 . Thus, the time
complexity of the heuristic is � � K � R � R0R � R 	 . This heuris-
tic may miss some optimal QoS paths that satisfy the QoS
constraints because it does not record all the optimal QoS
paths. Thus, one important question to be answered is the
following. How large (small) should we set the value K in



order for the heuristic to be effective? When K is large, the
heuristic has a high probability in finding paths that satisfy
the QoS constraints because each node has a good chance
to record all optimal QoS paths. On the other hand, large K
also results in large time and space requirement. The rest
of the section will show what is the value of K in order for
each node to have a good chance to record all optimal QoS
paths and for the limited path heuristic to be effective.
Lemma 3: Let t be the number of paths of the same length
from node \.^O_ to node ce\xf in a graph where the weights are
randomly generated with uniform distribution, the average
number of optimal QoS paths in the t paths is less than or
equal to & $ � t 	 J � � # 	 .
Proof: See [9]. o

Given an } –node graph with a maximum nodal degree
of c , the average number of optimal QoS paths of length

z
from a node to any other node is � � & $ � c � 	 	 = � �=z�� & $ � c 	 	 .
For a graph with small nodal degree, the average number of
optimal QoS paths between two nodes is O(L). For a graph
with large nodal degree, that is, the nodal degree is O(N),
the number is O(Llg(N)).

Lemma 3 concerns about the average number of optimal
QoS paths. A more interesting question is how many opti-
mal QoS paths each node should record in order to have a
very high probability to record all optimal QoS paths. This
question directly relates to the performance of the limited
path heuristic because if each node has a very high chance
to record all optimal QoS paths, the heuristic will have a
very high probability to find a path that satisfies the QoS
constraints if such a path exists.

To determine the number of optimal QoS paths in a set
of t paths of the same length from a source to a destina-
tion. Let us consider the following process. First, the path
that has the smallest ��� weight is chosen from the set. The
path 2 is an optimal QoS path because its �>� weight is the
smallest among all the paths. All paths whose ��� weights
are larger than �S� � 2 	 are not optimal QoS paths. The set
Q � of paths whose � � weights are smaller than � � � 2 	 may
contain other optimal QoS paths. The process is then re-
peated on the set Q � . Since � � weight and � � weight is
independent and the length of the paths are the same, the
probability of the size of the remaining set Q � may be 0, 1,
..., t KC# , each with probability �� . The question to be an-
swered is the followings. What is the probability that after
selecting � optimal QoS paths, the remaining set is empty?
In other words, what is the probability that there exists �
optimal QoS paths in a set of t paths?

This problem can be modeled as a Markov process with
t J # states, 0, 1, ..., t , as shown in Figure 4. Each stateU

represent is state that there are still
U

paths to choose the
optimal QoS paths from. Each time an optimal QoS path is
chosen from a set of } paths, the remaining set size is 0 to
N-1, each with probability �� . The transition matrix of the

P P-1 P-2 0

1/P

1/(P-1)

Figure 4. The Markov Chain

Markov chain is as follows.

u �

�����
�

		
...		

	
 	
...		

	
 	
�� 	
...		

����������

	
 	
�� 	
...			

������
�

Let us define u � ��u and u � ��u � < � u for � HD# .
u � ��U � We	 represents the probability of the state transferring
from node

U
to node

W
in exactly � steps. For example,

u � � t � k 	 represents the probability of a set of size t be-
came empty after one optimal QoS path is chosen. The
possibility is �� . u � � t � k 	 is the probability that the set
of size t becomes empty after selecting exactly � optimal
QoS paths. By manipulating the matrix u � , the following
equations can be obtained. u � � t � k 	 � �� , u � � t � k 	 ��� � �� < � J �� < � -0-/- J �� 	 � �� 8 � < �90: � � 9 and

u � � t � k 	 � #t
� < ��
9 � : � < �

#U �
9 ��

9 " : � < �
#U �

9 "�
9���: � <�� -0-/-

9���� ��
9��x: � #U � -

Lemma � and Lemma � obtain the numerical results for
u 9 � t � k 	 . The proofs of these lemmas can be found in [9].
Lemma 4: u 9 � t � k 	 $ 1 ����1 � 2 2 ��! � !1�� !�1 9 ! � 2#" - o
Lemma 5: u 9 � t � k 	 $ ��%$ " ! � when

U Hh� � & $ � t 	 . o
Theorem 2: Given an } node graph with a nodal degree of
cE$ } , the limited path heuristic has a very high probabil-
ity to record all optimal QoS paths and thus, has a very high
probability to find a path that satisfies the QoS constraints
when one exists, when each node maintains � �=z & & � } 	1	
paths, where

z
is the length of the paths.

Proof: The total number of paths of length
z

between any
two nodes in the graph is at most } �

. The probability that
there exist no more than

U
optimal QoS paths among the

t �q} �
paths is

2L��#�K 8 � � : 9 ! � u � � t � k 	
Apply Lemma 5 to the equation. When

U Hh� � & & � } � 	
,&('*),+ 8 
-�.

��/ 	10
- / 	�24365 	87%9 ):+ 8 
-�.

��/ 	 	
 $ " ! � 9 );+ 	
 $ "
When each node maintains � � & & � } � 	 � � �Bz & & � } 	 	

paths, the probability is very high, that is, more than #
K�� $ " , where t�� } �
, that each node can record all opti-

mal QoS paths, and thus the heuristic can find a path that
satisfies the QoS constraints when one exists. o



To give an idea of how high the probability is, assuming
t�� # k5k , the probability is larger than 99.9999%. Another
way to look at this issue is that we do not need to maintain
� � z & & � } 	 paths in each node to achieve high performance.
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Figure 5. Results for � � � meshes

5 Experiments

This section studies and compares the two heuristics
through simulation. The mesh topology is used in the study.
Since the performance of the two heuristics is closely re-
lated to the length of the paths, the study chooses the source
and the destination to be furthest apart in the mesh topology.
In all the simulation, the ��� weight of each link is randomly
generated in the range of

� k - k � #.k - k 	 and � � weight in the
range of

� k - k � WAk - k 	 . The two heuristics are compared with
the exhaustive algorithm,

� yU~Nu , that can guarantee find a
path that satisfies the QoS constraints if such a path exists.
Two concepts, the existence percentage and competitive ra-
tio, are used to describe the performance. The two concepts
are defined as follows.
�#Q U \.f � $ _ � 2 � ^O_ � $ fCS &e�>� ������� .	� 9 �
� 9�.�� ����	
�
�� � � ������ �	
���� � � �
_ s��%2 - ^ Sgf U s � ����� �	
�
�� � � ��� .�� 9 �
� 9 
� ��� . � !��� 9 � � 9 ���� .�� 9 �
� 9 .�� �� ��� �	
���� � � �

The existence percentage indicates how difficult the
paths that satisfy the QoS constraints can be found. The
larger the existence percentage, the easier the paths can be
found. The competitive ratio indicates how well the heuris-
tic performs with respect to the exhaustive algorithm.
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Figure 6. Results for ##" � ##" meshes

Figure 5 shows the results for � � � meshes. In both fig-
ures, the x-axis represents the existence percentage and the
y–axis represents the competitive ratio. Different curves are
for different values of K in the two heuristics. The data are
obtained by running the two heuristics and the exhaustive
algorithm using requests with the same QoS constraints on�AkMk randomly generated � � � meshes. The general trend in
the figure is that both the limited granularity heuristics and
the limited granularity heuristics can have close to # com-
petitive ratio when sufficiently large number of entries are
maintained in each node. However, to achieve high compet-
itive ratio, the limited granularity heuristic requires to main-
tain a very large number of entries, e.g. 800 in this experi-
ment, while the limited path heuristic only requires a small
number of entries in each node, e.g. 16 in the experiment.
Due to the large difference in the number of entries main-
tained in each node between the two heuristics, the limited
path heuristic is also much more efficient in terms of execu-



tion time than the limited granularity heuristic.
Figure 6 shows the results for ##" � ##" meshes. The

general trend in the # " � # " mesh is similar to that in the
� � � mesh except that maintaining same amount entries in
the larger mesh results in lower performance. For exam-
ple, in the � � � mesh, the limited granularity heuristics has
about 95% competitive ratio when maintaining 800 entries
in each node while in the # " � # " mesh, it can only achieve
about 80% competitive ratio when the existence percentage
is close to k - # . The degradation in performance for the lim-
ited path heuristic is not so severe as that for the limited
granularity heuristic. Maintaining 8 entries in each node
can still achieve a competitive ratio of 90% in the # " � # "
mesh as oppose to 95% in the � � � mesh. Maintaining 16
entries has close to 1.0 competitive ratio for both � � � and
# " � # " meshes. Notice that the performance of the limited
path heuristic can be further improved when a path replace-
ment algorithm is used to allow newly–found optimal QoS
paths to replace existing optimal QoS paths.

6 Related Work

Much work has been done in QoS routing recently, an
extensive survey can be found in [2]. Among the pro-
posed QoS routing schemes, the ones that deal with multi-
constrained QoS path routing are more related to the work
in this paper. In [6], a distributed algorithm is proposed
to find QoS paths that satisfy end–to–end delay while min-
imizing the cost. Although this algorithm considers two
QoS metrics, it does not solve two–constrained problems
because the cost metric is not bounded. Ma [5] showed that
when weighted fair queuing algorithm is used, the metrics
of delay, delay–jitter and buffer space are not independent
and all of them become functions of bandwidth. In this
case, the multi-constrained problem is solvable in polyno-
mial time. Jaffe [4] proposed a distributed algorithm that
solves two–constrained problems with a time complexity of
� �B� ��� &Bs & � � 	 , where

�
is the largest number of the weights.

This algorithm is pseudo-polynomial in that the execution
time depends on the value of the weights (not just the size
of the graph). Chen [1] proposed a heuristic algorithm that
is close to the limited granularity heuristic. However, it only
considers a fixed mapping schemes. This paper considers a
more general heuristic and proves that the mapping scheme
in [1] results in optimal worst case guarantee in finding
paths that satisfy the QoS constraints among all the limited
granularity schemes. Widyono [8] proposed an algorithm
that performs exhaustive search on the QoS paths in expo-
nential time. The limited path heuristic runs in polynomial
time and performs as good as the exhaustive algorithm in
most of the cases.

7 Conclusion

This paper studies two heuristics, the limited granular-
ity heuristic and the limited path heuristic, that can be
applied to the extended Bellman–Ford algorithm and effi-
ciently solve two–constrained QoS path routing problems.
The paper proves that the uniform mapping scheme, which
is used in the algorithm in [1], can provide optimal worst
case guarantee in finding paths that satisfy the QoS con-
straints among all the limited granularity schemes. The pa-
per also shows that the limited path scheme can efficiently
achieve very high probability in finding a path that satisfies
the QoS constraints when such a path exists. The simula-
tion study further demonstrates that the limited path heuris-
tic is a very effective and efficient heuristic to solve two–
constrained QoS path routing problems. In conclusion, al-
though the two–constrained routing problem is NP–hard in
the worst case, it can be solved efficiently in practice by
using the heuristics discussed in this paper.
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