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Abstract

We consider multihop communications on optical torus
networks with time–division multiplexing where logical
topologies are realized on top of the physical network to im-
prove the communication performance. The logical topolo-
gies reduce the number of intermediate hops at the cost of
a larger multiplexing degree. On the one hand, the larger
multiplexing degree increases the packet communication
time between hops. On the other hand, reducing the number
of intermediate hops reduces the time spent at intermediate
hops. We study the trade–off between the multiplexing de-
gree and the number of intermediate hops. Specifically, we
study four logical topologies ranging from the most dense
logical all–to–all connections to the simplest logical torus
topology on top of physical torus networks. We develop an
analytical model that models the maximum throughput and
the average packet delay of the multihop networks, verify
the model through simulations, and study the performance
and the impact of system parameters on the performance
for these four topologies.

1 Introduction

In optical multihop networks, intermediate hops are re-
sponsible for routing packets to their destinations. Hence,
optical signals must be converted into the electronic do-
main and processed at the intermediate nodes to make the
routing decisions. Since the electronic processing speed is
relatively slow in comparison to the optical data transmis-
sion speed, it is important to reduce the number of hops
that a packet visits in an optical multihop network. In an
optical time-division-multiplexed (TDM) network, multiple
virtual channels are supported on each optical link. Reduc-
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ing the number of intermediate hops in such systems can be
achieved by routing packets through a more efficient logical
topology, as opposed to routing packets through the physi-
cal topology.

In this paper, we study multihop communications on top
of physical torus networks with TDM. We chose the torus
topology as our underlying physical topology because it has
nice characteristics, such as a fixed number of ports, good
scalability, and it is currently used by many commercial su-
percomputers. We study four logical topologies. The first
logical topology establishes connections from each node to
every other node, which results in single–hop communica-
tion. It represents an extreme case where the number of
intermediate hops is traded in favor of the multiplexing de-
gree. This topology will be called the logical alltoall topol-
ogy. The second topology is the logical torus topology,
which has the same topology as the physical network. This
represents another extreme case where the multiplexing de-
gree is traded in favor of the number of intermediate hops.
The other two logical topologies lie in between these two
extremes. The third topology is a 1-hop system. It is formed
by having all–to–all connections along each dimension of
the torus. Thus, a packet passes at most 1 intermediate hop
to reach its destination. We will call this topology the allXY
topology. The fourth topology is a logical hypercube topol-
ogy. We will discuss these topologies in details in section
3.

We develop an analytical model for the maximum
throughput and average packet delay for the four topologies.
We then verify the analytical model with simulations and
study the impact of system parameters, such as the packet
routing time, on the performance of these topologies. We
found that in terms of maximum throughput, the �������
	������
topology is the best. However, the �������
	����� topology in-
curs large packet delay even when the network is under light
load. In terms of packet delay, the logical torus is good only
when the network is under light load and the router is very



fast, while the logical ������
	������ topology out–performs the
other topologies only when the network is almost saturated
(under very high load). In general, the logical hypercube
and �������� topologies have smaller average packet delay
than the torus and �������
	�� �� topologies.

The rest of the paper is organized as follows. In sec-
tion 2, we describe the network architecture for multihop
communication. Section 3 introduces the logical topolo-
gies and analyzes the performance of these topologies under
light load. In section 4, we present the analytical model that
takes network contention into consideration and verify the
model with simulations. Section 5 studies the performance
of the logical topologies. Section 6 concludes the paper.

2 Network Architecture

An optical torus network consists of ����� switches con-
nected with optical links. All but one input port and one
output port of a switch are used to interconnect with other
switches, while one input port and one output port are used
to connect to a local node (router and/or local PE). See Fig-
ure 1 (a). We assume that all links in the system support
same number of virtual channels. The number of channels
that can be supported concurrently on a link is called the
multiplexing degree. Connections in the logical topology,
which may span a number of links and switches, are all–
optical paths (lightpaths) realized using path multiplexing
[6]. That is, the same channels on all links along a path are
used for the connection.

By using path multiplexing, efficient logical topologies
can be established on top of the physical topology. In such
systems, the switching architecture consists of an optical
component and an electronic component. The optical com-
ponent is an all–optical switch, which can switch the optical
signal from input channels to output channels in the opti-
cal domain (i.e., without electronic/optical (E/O) and op-
tical/electronic (O/E) conversions), and which can locally
terminate some other lightpaths by directing them to the
node’s electronic component. The electronic component is
a store–and–forward packet router overlaid on top of the op-
tical virtual topology. We assume that each router contains
a routing buffer that buffers all incoming packets. For each
packet, the router determines whether to deliver the packet
to the local PE or to the next path toward the packet destina-
tion. A separate output path buffer is used for each outgoing
path that buffers the packets to be sent on that path and thus
accommodates the speed mismatch between the electronic
router and the optical path. Figure 1 (b) depicts the struc-
ture of a router. Note that the output paths are multiplexed
in time over the physical link that connect the local PE to its
corresponding switch.

In the rest of the paper, we will use � 	�
 ���� to denote the
time a packet spends in the routing buffer and the time for

the router to make a routing decision for the packet (packet
routing time). We will use  	�
 ���� to denote the time a
packet spends on the path buffer and the time it takes for
the packet to be transferred on the path.

3 Logical topologies and their performance
under light load

Next we introduce the logical topologies, describe how
these logical topologies are realized on top of the torus
topology, and discuss how the logical topologies affect the
average packet delay assuming that the network is under
light load and therefore the network contention is negligi-
ble. We later develop an analytical model that takes the
effect of network contention into consideration.

For a given logical topology, let � be the average num-
ber of intermediate hops and 	 be the multiplexing degree
required to realize the logical topology. Given an �����
torus, the logical � ����
	������ topology establishes direct con-
nections between all pairs of nodes and thus, totally elimi-
nates intermediate hops, resulting in ����� . Optimal algo-
rithms (with respect to the multiplexing degree) to realize
the � ����
	������ connections on ring and torus topologies can be
found in [3]. Using an algorithm in [3], a multiplexing de-
gree of 	����

�
� can be used to realize the logical �������
	�� ��

topology.
Given an ����� torus, a logical torus topology can

be realized using a multiplexing degree of 	���� . Notice
that although the logical paths are the same as the physical
links, the logical torus topology cannot be realized using a
multiplexing degree of 1 due to the contention on the links
connecting local PEs to switches. Specifically, in one time
slot each router can only access one channel, and since each
router has four outgoing logical paths, one to each neighbor,
a multiplexing degree of 4 is needed to realize the logical
torus topology. For a logical ��� � topology, the average
number of intermediate hops is �!�"� #%$'& .

For �(�*),+ , the algorithm in [8] realize a logical hy-
percube topology on an ��� � torus using a multiplexing
degree of - � .0/1� 2435/ ) , if 6 is odd, and - � .7/'� 2438/ & , if 6 is
even. For a logical � # node hypercube, the average number
of intermediate hops is ���"9;:=< �?>A@# $'&B� �DC5EF��GH$I& .

Finally, let us consider the logical allXY topology. By us-
ing the 1-dimension communication patterns for all–to–all
connections on rings from [3] and mixing the 1-dimensional
communication patterns to form 2-dimensional patterns for
the �����F��� topology, it can be shown that when �KJ*L ,
the logical topology can be realized using a multiplexing
degree of )M�N$') . For �POQL , the same multiplexing de-
gree needed to realize the all–to–all connections on an � –
node ring can be used to realize the allXY communication
on ���R� torus. Thus, a multiplexing degree of �?>� can
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Figure 1. The network components

be used to realize the � ������ topology. Since for two nodes
in the same column or row, no intermediate hop is needed,
while in other cases, one intermediate hop is required, the
average number of intermediate hops on the logical ��������
topology is given by:# ��� #� > �

� � � / < � >��
� @�� < # ��� # @� > �

� ��& �"�?>�� # � � �� > �
���

Table 1 summarizes the average number of intermediate
hops ( � ), the multiplexing degree ( 	 ) and the total number
of logical connections ( 	 ) for the four topologies.

No. of inter. multipl. total no.
hops (h) degree (d) of path (P)


��������
���� � � �� ���������������

 �!��"$# � >�% � ��&('� > % '

� >�*) � � �,+��-�.+��
hype. �!/ �����0�1� 2 � 3546� 79894 �(: � � ��/ �;���
torus �

� �<� 4 � �>=�?
) Here,we assume that �A@1B . If �*C�B , the value is +��D�E+ .
: Here, we assume that F is even. If F is odd, the value is 2 � 3 4G� 7 8(4 + .

Table 1. Summary of logical topologies

Let us now consider the communication performance of
these topologies when the network is under light load. As-
sume that a packet can be transferred from source to desti-
nation on a path in one time slot and that the network has a
multiplexing degree of 	 . If a packet arrives at a router ran-
domly, then it takes on an average H �

�# time slots to transfer
a packet from a router to the next router. Thus, assuming
that the packet routing time in each router (including the
E/O and O/E conversions) is I , and the network contention
is negligible, the average delay time for each packet can be
expressed as follows:

	�
 ����� � E � / ),G � I / E � / & G � 	 / &) �

The first term, E � / )�G � I , is the average routing time
that a packet spends at the � intermediate routers and the

2 routers at the sending and receiving nodes. The second
term, E � / & G � H �

�# , is the average packet transmission time
on paths plus the time that a packet waits in the output path
buffers. The average delay time is determined by three pa-
rameters, the multiplexing degree 	 , the packet routing time
I , and the average number of hops per packet transmission
� . By replacing � and 	 by the values in Table 1, we can
obtain the average packet delay in terms of I and � for
each logical topology (see Table 2). As shown in Table 2,
the packet delay for topologies with less connectivity (torus,
hypercube) is affected more by the router speed, I , while for
topologies with high connectivity ( �����F��� and �������
	������ ), the
packet delay is affected more by the network size.

topology delay
torus J E �KI5G

hypercube J E�I ��C8E ��G / � �DC5EF��G G
�������� J EF� # / I G
�������
	�� �� J EF� . / I G

Table 2. Average delay under light load

4 An analytical model and its verification

In this section, we will describe an approximate analyti-
cal model that takes network contention into consideration.
We use this model to study the effect of the network load on
the maximum throughput and the packet delay. We assume
that in each time slot, a packet can be sent from the source
to the destination on a path. For example, if a 1Gbps chan-
nel is used with a 53–byte packet (or cell) as defined in the
ATM standard, then the slot duration is � � � ) �MLON . All other
delays in the system are normalized with respect to this slot
duration.

We model the routers and the paths in a network as a
network of queues. As shown in Figure 1, each router has
a routing queue that buffers the packets to be processed.



The router places packets either into one of the output path
queues that buffer packets waiting to be transmitted, or into
the local processor. Both a router and a path have a constant
service time. The exact model for such network is very dif-
ficult to obtain. We approximate the network by making
the following assumptions: 1) each queue is independent
of each other, and 2) each queue has a Poisson arrival and
a constant service time. These assumptions enable us to
derive expressions for the maximum throughput and the av-
erage packet delay of the four logical topologies by dealing
with the M/D/1 queues independently. Our simulation re-
sults confirm that these approximations are reasonable. We
use the following notations in the model:

� � . Size of each dimension of the torus. Thus, the
network has a total of � # nodes.

� 	 , � and
	

are defined in the previous section. A
frame consists of 	 time slots. Within a frame, one
time slot is allocated to each path.

��� . Average packet generation rate at each node per
time slot. This implies that the average generation
rate of packets to the entire network is � # � . We as-
sume that the arrival process is Poisson and is inde-
pendently and identically distributed on all network
nodes. Furthermore, we assume that all packets are
equally likely to be destined to any one of the network
nodes. At each router, the newly generated packets
and the packets arriving from other nodes are main-
tained in an infinite routing buffer before being pro-
cessed as shown in Figure 1.

����� . Average rate of packet arrival at a router per time
slot, including both generated packets and packets re-
ceived from other nodes. This composite arrival rate,��� , may be derived as follows. In any time slot the to-
tal number of generated packets that arrive at all the
routing buffers is � � # . On average, each of these
packets traverses � / ) routers within the network.
Therefore, under steady state condition, there will be� � # E � / ),G packets in all the routers of the network
in each time slot. Under the assumption that each
packet is equally likely to be in each router, the total
arrival rate is given by ��� � � E � / ),G .

����� . Average rate of packet arrival at a path buffer
per time slot. This arrival rate, ��� , can be derived as
follows. Under steady state condition, in any time
slot, the total number of packets in all the routers
in the network is � � # E � / ),G . Of all these pack-
ets, � � # packet will exit the network and � � # E � /
),G $ � � # � � � # E � / & G packets will be trans-
mitted through paths in the network. Under the as-
sumption that sources and destinations are uniformly

distributed in the network, the average arrival rate is
given by � � �

	
� > <


 � � @� .
� I . The routing time per packet at a router. Since

packets are of the same length, the routing time is
a constant value. The average packet departure rate
from the routing buffer, denoted by L � , is L � � �

� .
� L � . The average packet departure rate from each path

buffer per time slot. Since in our model, each path
will be served once in every frame, L � � �

H . The
average service time in each path is  � � �

��� ��	 .

Maximum throughput

With the above notation, we can now study the maximum
throughput and average packet delay of the logical topolo-
gies. We will first study the theoretical maximum through-
put and then the average packet delay. Two bottlenecks can
potentially limit the maximum throughput.

� If the average packet arrival rate at a routing buffer
is larger than the average packet departure rate, that
is if � � J L � , then the throughput will be limited
by the router processing bandwidth. The maximum
packet generation rate allowed by the router band-
width, �������� , can be derived as follows: � � J L � ,
or E � / )�G � J �

� , or � J �
� <

 � # @ . Thus,

� ������ � &
I4E � / )�G �

� If the average packet arrival rate at a path buffer is
larger than the average packet departure rate, that is� � J L � , then the throughput will be limited by the
path bandwidth. The maximum fresh packet genera-
tion rate allowed by the path bandwidth, � ������ , can
be derived as follows: ��� J L � , or <


 � � @
	
�� J �

H , or
� J

�
<

 � � @�� H . Thus,

� ������ �
	

E � / & G ��	 �

The theoretical maximum throughput is the minimum of� ������ and � ������ , that is, � ����� ������� E � ������ � � ������ G . Given
a topology, � ����� � � ������ indicates that the router speed is
the bottleneck, while � ����� � � ������ indicates that the path
speed is the bottleneck.

Average packet delay

As mentioned in section 2, we divide packet delay into
the routing delay, which includes the time a packet spends



on routing buffers and the time for routers to process the
packets, and the transmission delay, which includes the
time a packet spends on path buffers and the actual packet
transmission time on the paths.

Let us first consider the routing delay in each router. It
takes I timeslots for a router to process the packet when the
packet reaches the front of the routing buffer. As for the
packet waiting time in the routing buffer, since we model
the routing buffer as an ������� & queue, the average queuing
delay depends on the arrival rate � � and is given by:

� �
� � E�I5G #
) E & $

	��
� � G

where ��� is the average packet arrival rate, I is the ex-
pected service time, and L � is the average packet departure
rate. Given that L � � �

� , the total time that a packet spends
in each router is given by:

� 	�
 ����� �AI /
��� E�I5G #
) E & $ ��� I5G E & G

Consider the two components of the transmission delay
on each path. The first component is the delay required by
a packet to synchronize with the appropriate outgoing slot
in the frame on which the node transmits and the actual
packet transmission time. The average value of this delay
is

� � # �
	�	�	 � HH � H �
�# . The second component is the ������� &

queuing delay that a packet experiences at the buffer before
it reaches the head of the buffer. This follows the same for-
mula as in the routing delay case, and is given by:

� �  #�
) E & $

	 ���� G
�

��� 	 #
) E & $ ��� 	�G

Combining the two components, we obtain the total de-
lay a packet encounters on a path,

 	�
 ����� � 	 / &) /
� � 	 #

) E & $ � � 	 G E )�G

Each packet takes � / ) hops and � / & paths on average.
Thus, given that on average, a packet spends � 	�
 ����� in
each router and  	�
 ���� on each path, the average packet
delay can be expressed as follows:
	�
 ����0�QE � / )�G?� � 	�
 ���� / E � / & G �  	�
 ����

Using formula (1) and (2), we obtain the following av-
erage delay that a packet encounters from the source to the
destination.

	�
 ����� � E � / ),G �RE;I / 	�
< � @�># <

�
�
	 � � @ G

/ E � / & G?� E H � �# /
	 � H ># <
�
�
	 � H @ G

Model verification

To verify our analytical model and to further study the
performance of these logical topologies, we developed a
network simulator that simulates all four logical topologies
on top of the torus topology. The simulator takes the fol-
lowing parameters.

� system size, �P�1� : This specifies the size of the
network. Based on the logical topology, the system
size also determines the multiplexing degree in the
system.

� packet generation rate, � : This is the rate at which
fresh packets are generated at each node. It specifies
the traffic on the network. The inter–arrival of pack-
ets follows a Poisson distribution. When a packet is
generated at a node, the destination is generated ran-
domly among all other nodes in the system with a
uniform distribution.

� Packet routing time, I .

Fig 2 shows the maximum throughputs and the average
packet delays obtained from the analytical model and from
simulations for an L!��L torus. The packet routing time is
assumed to be 1 timeslot in the study of the average packet
delay. As can be seen from the figure, the analytical results
and the simulation results match quite well for all the cases.
Networks of different size and/or different packet routing
time have also been studied. The results are similar to those
in Fig 2.

5 Performance of the logical topologies

In the previous section, we developed an analytical
model for performance study for the logical topologies and
compared the results of the model with those of simulations.
In this section, we focus on studying the performance of the
logical topologies. Since the simulation and the analytical
model match reasonably well, we will only use the analyti-
cal model in this section to study the performance.

Figure 3 shows the impact of packet routing time on the
maximum throughput. The underlying topology is a ��) ����)
torus. As can be seen from the figure that the �������
	����� topol-
ogy achieves higher maximum throughput than the ��������
topology, which in turn achieves higher maximum through-
put than the hypercube topology. The logical torus has the
worst maximum throughput. This observation holds for all
packet routing speeds. Under high workload, all paths in the
�������
	����� and �����F��� topologies are utilized. The algorithms
to realize the �������
	����� and � ������ topologies guarantee that
in each time slot all links are used if all connections sched-
uled for that time slot are in use, while the hypercube and
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Figure 2. Analytical and simulated perfor-
mance for L � L torus
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torus topologies can not achieve this effect. Thus, it is ex-
pected that the ������
	������ topology and the �������� topology
will outperform the hypercube and torus topologies in terms
of maximum throughput.

Figure 4 shows the impact of network size on the maxi-
mum throughput. The results in this figure are based upon a
packet routing time of one time slot. We also studied differ-
ent packet routing times and found similar trends. In terms
of maximum throughput, the �������
	������ topology scales the
best, followed by the �������� topology, followed by the hy-
percube topology. The logical torus topology scales worst
among all these topologies. Figures 3 and 4 show that by
using time–division multiplexing to establish complex log-
ical topology, we can exploit the large aggregate bandwidth
in the network and deliver higher throughput when the net-
work is under high workload.
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The average packet delay is another performance metric
to be considered. For a network to be efficient, it must be
able to deliver packets with a small delay. It is well known
that TDM results in larger average packet delay due to the
sharing of the links. However, as we have discussed earlier,
while using TDM techniques to establish logical topologies
increases the per hop transmission time, it reduces the aver-
age number of hops that a packet travels. Thus, the overall
performance depends on system parameters. Next, we will
study this effect for the logical topologies.

Figure 5 shows the delay with regard to the packet gen-
eration rate. The underlying topology is a &�� � &�� torus. We
also assume that I is 1 time slot. As we can see from the fig-
ure, the �������
	����� topology incurs very large delay compared
to other logical topologies, this is because of the large multi-
plexing degree needed to realize the logical �������
	�� �� topol-
ogy. Other topologies have similar delay when the gener-
ation rate is small (low workload). However, the ��������
topology has a larger saturation point than the hypercube
and torus topologies, and thus has a small delay even when



the network load is reasonably high (e.g. � � � � ),� ). These
results also hold for larger packet routing times.
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Figure 6 shows the impact of packet routing time on the
average packet delay. The results are based upon a &�� �%&��
torus network and a packet generation rate of 0.005. The
packet routing speed has an impact on the delay for all
topologies. For very small packet routing time ( I�� � � ),� ),
the torus topology has the smallest delay. When the packet
routing time increases, the delay in torus increases drasti-
cally, while the delays in the �������
	������ and ��������� topologies
increase slightly. In the �������
	�� �� and �����F��� topologies a
packet travels through fewer number of routers than it does
in the torus topology. Hence the contention at routers does
not affect the delay in the �������
	�� �� and �����F��� topologies as
much as it does in the torus and hypercube topologies.
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Figure 7 shows the impact of network size on the packet
delay for the topologies. The results are based upon a packet
routing time of 1 time slot and a packet generation rate
of 0.01. This figure shows the manner in which the delay

time grows with the network size. This figure shows similar
trends as the results in section 3. The � ����
	������ topology has
very large delay when the network size is large. The delay
differences among the other three topologies are relatively
small for reasonably large sized networks.
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Three parameters, � , I and � affect the average packet
delay for all the logical topologies. Next, we will iden-
tify the regions in the EF� � I � � G parameter space, where
a logical topology has the lowest packet delay. Figure 8
shows the best topologies in the parameter space E � � I G
with � � � � � & . As can be seen from Figure 8, for a given� , all four logical topologies occupy part of the E � � I G pa-
rameter space. Topologies with higher connectivity suffer
less from the router contention and thus, offer higher perfor-
mance when the router is slow, while topologies with less
connectivity require less multiplexing degree, and are better
when the router is fast.
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Figure 9 shows the best logical topologies on the E;I � � G
parameter space for a physical &�� ��&�� topology. Networks



of different sizes exhibit similar characteristics. The major-
ity of the E�I � � G parameter space is occupied by the logical
hypercube and �������� topologies. The logical torus topol-
ogy is good only when � is small and I is small. The log-
ical �������
	������ topology out–performs other topologies only
when the network is almost saturated, that is, large � or
large I . This indicates that in general, the logical hyper-
cube and ��������� topologies are better topologies than the
logical torus and �������
	����� topologies in terms of the packet
delay.

0.125

0.25

0.5

1

2

4

8

16

32

64

1/128 1/64 1/32 1/16 1/8 1/4 1/2

pa
ck

et
 r

ou
tin

g 
tim

e

packet generation rate(per node)

all-to-all

allXY

hypercube

torus

alltoall
allXY

hypercube
torus

Figure 9. Best logical topology for a & � � &��
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6 Conclusion

In this paper, we have studied the performance of logical
topologies for routing messages on top of the torus topol-
ogy. We developed an analytical model for the maximum
throughput and packet delay for the multihop communica-
tion and confirm the model with simulation results. We fur-
ther studied the performance of these topologies and identi-
fied the cases where each logical topology out–performs the
other topologies.

In our study of the impact of system parameters on the
maximum throughput and the average packet delay, we have
concluded that in general, the performance of the logical
topologies with less connectivity, such as the torus and
hypercube topologies, are more sensitive to the network
load and the router speed while the logical topologies with
more connectivity, such as the �������
	����� and � ������ topolo-
gies, are more sensitive to network size. Logical topologies
with dense connectivity achieve higher maximum through-
put than the topologies with less connectivity. In addition,
they also scale better with network size. In terms of the
maximum throughput, the topologies can be ordered as fol-
lows,

� ����
	������ O �������� OI� � � 
 6������ 
�O �
	 6��9N .
In term of average packet delay, the logical torus topol-

ogy achieves best results only when the router is fast and the
network is under light load, while the logical ������
	������ topol-
ogy is best only when the router is slow and the network is
almost saturated. In all other cases, logical hypercube and
��������� topologies out–perform logical torus and � ����
	������
topologies. Comparing the logical �������� to the logical hy-
percube, the ��������� topology is better when the network is
under high load. These results hold for all network sizes.
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