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Abstract

We consider multi–hop communication in optical networks with time–division multi-
plexing. By using time–division multiplexing, multiple communication channels are sup-
ported on each link. As a result, more sophisticated logical topologies can be realized
on top of a simpler physical network to improve the communication performance. These
logical topologies reduce the number of intermediate hops that a packet travels at the cost
of a larger multiplexing degree. On the one hand, the large multiplexing degree increases
the packet communication time between hops. On the other hand, reducing the number of
intermediate hops reduces the time spent at intermediate nodes. We study the trade–off
between the multiplexing degree and the number of intermediate hops needed to realize the
logical topologies on top of physical torus networks. Specifically, we examine four logical
topologies ranging from the most complex logical all–to–all connections to the simplest log-
ical torus topology. We develop an analytical model that models the maximum throughput
and the average packet delay, verify the analytical model through simulations, and study
the performance and the impact of system parameters on the performance for these logical
topologies.
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1 Introduction

With the increasing computation power of parallel computers, interprocessor communication
has become an important factor that limits the performance of supercomputing systems. Op-
tical interconnection networks are promising networks for future supercomputers due to their
large bandwidths. Multiplexing techniques are used in optical networks to fully utilize the large
bandwidths. Many research efforts have focused on two multiplexing techniques, time–division
multiplexing (TDM) [1, 15, 21] and wavelength–division multiplexing (WDM) [4, 6, 9, 20]. In
TDM, optical links are multiplexed by having different virtual channels communicating in
different time slots, while in WDM, optical links are multiplexed by having different virtual
channels using different wavelengths. By using TDM, WDM or TWDM (a combination of
TDM and WDM), each link can support multiple channels with each channel operating at a
speed close to the electronic processing speed.

Two types of communication mechanisms are used in multiplexed optical networks, single–
hop communication [13] and multi–hop communication [14]. In single–hop communication,
each data message travels from the source to its destination completely in the optical domain,
that is, without optical to electronic (O/E) and electronic to optical (E/O) conversions at
intermediate nodes. While single–hop communication eliminates the E/O and O/E conversions
at intermediate nodes, it requires significant amount of dynamic coordination among the nodes
in the network. In multi–hop communication, intermediate nodes are responsible for routing
packets such that a packet sent from a sender will eventually reach its destination, possibly
after being routed through a number of intermediate nodes. Clearly, multi–hop networks
require E/O and O/E conversions at intermediate nodes. Since the electronic processing speed
is relatively slow in comparison to the optical data transmission speed, it is important to
reduce the number of hops that a packet visits to obtain high communication performance in
multi–hop networks. In a multiplexed optical network, reducing the number of intermediate
hops can be achieved by routing packets through a more efficient logical topology, as opposed
to routing packets through the physical topology.

While shared media optical networks such as buses and stars were proposed as interconnects
for parallel computers [4], point–to–point networks, such as meshes, tori and hypercubes,
can offer larger aggregate throughput and better scalability than shared media networks by
exploiting space diversity and traffic locality and by utilizing the channel–routing capability in
optical switches. In this paper, we study multi–hop communication on top of physical optical
TDM torus networks using different logical topologies in the multi–processor environment. We
chose the torus topology as our underlying physical topology because it has nice characteristics,
such as a fixed number of ports in each node, good scalability, and because it is currently
used by many commercial supercomputers. Different logical topologies have different logical
connectivity and require different multiplexing degree. On the one hand, each packet travels
less number of intermediate hops in logical topologies with higher connectivity, which reduces
the time that the packet spends at intermediate hops. On the other hand, logical topologies
with higher connectivity require larger multiplexing degree, which results in smaller bandwidth
in each channel and increases the packet communication time between hops. Thus, the trade–
off between the multiplexing degree and the number of intermediate hops needed must be
carefully studied to design efficient logical topologies for optical TDM networks.

Four logical topologies are considered in this paper. The first logical topology is the logical
all–to–all connections. This logical topology represents an extreme case where the number of
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intermediate hops is traded in favor of the multiplexing degree. This topology will be called
the logical all–to–all topology. The second topology is the logical torus, which has the same
topology as the physical network. This represents another extreme case where the multiplexing
degree is traded in favor of the number of intermediate hops. The other two logical topologies
are in between these two extremes. The third topology is a 1-hop system formed by having
all–to–all connections along each dimension of the physical torus. Thus, a packet passes at
most 1 intermediate hop to reach its destination. We will call this topology the allXY topology.
The fourth topology is the logical hypercube topology. We will discuss these topologies in detail
in Section 4.

We develop an analytical model that models the maximum throughput and the average
packet delay for the four topologies. We verify the analytical model with simulations and
study the impact of system parameters, such as the packet routing time, on the performance
of these topologies. Through the study of the four representative logical topologies, we obtain
the general performance trends in multi–hop communication using logical topologies on optical
TDM networks.

The rest of the paper is organized as follows. Section 2 presents the related work. In Section
3, we describe system assumptions. In Section 4, we describe how the logical topologies are
realized on top of physical torus networks. In Section 5, we present the analytical model and
verify the model with simulations. Section 6 studies the performance of the logical topologies.
Section 7 concludes the paper.

2 Related work

The study of logical topology design for optical networks has mainly focused on WDM net-
works [3, 10, 11, 12, 19]. A survey can be found in [5]. Most of the work investigates the logical
topology problem in the Wide–Area–Network (WAN) environment [3, 10, 12, 19]. Other work
considers the problem on broadcast-based optical networks [11]. This paper considers the log-
ical topology problem for channel–routed TDM networks. The logical topology problem in
optical TDM networks is similar to that in WDM networks in that the solutions to both prob-
lems make the best use of the virtual channels in the system. Thus, many techniques can apply
to both problems. However, the difference between the logical topology problem in TDM and
WDM networks lies in the way that virtual channels are created using the two multiplexing
techniques. In WDM, a new channel is created by adding a new wavelength into the system.
Hence, larger number of virtual channels means higher bandwidth in the links, better commu-
nication performance and higher system cost. The logical topology design problem in WDM
networks focuses on achieving the best performance for a given cost (the number of channels).
In TDM, new channels are created by time–multiplexing a communication link. Since the
bandwidth on a given link is fixed, TDM creates more channels with each channel having less
bandwidth. Hence, in a TDM system, larger number of virtual channels does not always mean
better communication performance since the overall bandwidth on a link is fixed. The logical
topology design involves carefully choosing the multiplexing degree to realize a logical topol-
ogy that achieves the best performance. Thus, the optimization objective for designing logical
topologies for WDM networks and TDM networks is different. Although the WDM technique
is currently very popular, we choose to study optical TDM networks because in the future,
each wavelength will be able to support more bandwidth than an electronic device can process
and TDM or TWDM will be a natural method to utilize the large bandwidth in optical links.
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Figure 1: A torus network

Much work has been done in the areas of routing and channel assignment [18] and connection
scheduling [7, 16, 23]. Some of the techniques [7, 23] are adopted in this paper. However, our
work focuses on comparing the performance of different logical topologies while routing and
channel assignment finds the most efficient way to realize a traffic pattern (logical topology).
Notice that although our work studies optical TDM networks in the multi-processor environ-
ment, most of the related work are in the areas of WDM networks in the WAN environment.
This is due to the similarity between TDM and WDM networks. Although, many optimization
techniques can apply to both TDM and WDM, the two multiplexing paradigms are sufficiently
different (as discussed in the previous paragraph) to necessitate separate studies.

3 System assumptions

As shown in Figure 1, a torus network consists of switches with a fixed number of input and
output ports. All but one input port and one output port are used to interconnect with other
switches, while one input port and one output port are used to connect to a local processing
element (PE). Each link in the network is multiplexed to support multiple virtual channels.
The number of virtual channels supported by each link is called the multiplexing degree. We
assume that there are no channel (time-slot) converters in the network, thus the same channels
on all links along a path must be used to establish a connection. We will use a path to refers
to a lightpath that may span a number of optical switches and links without O/E and E/O
conversions. Each connection in a logical topology is a path. A packet may cross a number of
paths to reach its destination. We assume that in each time slot, a packet can be transferred
over a path. For example, if a 1Gbps channel is used with a 53–byte packet (or cell) as
defined in the ATM standard, then the slot duration is 0.424µs. All other delays in the system
are normalized with respect to this slot duration. Note that we consider a multiprocessor
environment, where nodes are close to each other and the signal propagation delay is negligible
(on the order of one nanosecond per foot).

The nodal switching architecture consists of an optical component and an electronic com-
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ponent, as shown in Figure 2 (a). The optical component is an all–optical switch (e.g. a
Ti:LiNbO3 switch [8]), which can switch optical signals from input ports to output ports with-
out E/O and O/E conversions, and which can locally terminate lightpaths by directing them
to the node’s electronic component. The electronic component is a store–and–forward packet
router overlaid on top of the optical virtual topology. The router can be implemented either
in system software or in hardware. We assume that each router contains a routing buffer that
buffers all incoming packets. For each packet, the router determines whether to deliver the
packet to the local PE or to the next path toward the packet destination. A separate output
path buffer is used for each outgoing path that buffers the packets to be sent on that path and
thus accommodates the speed mismatch between the electronic router and the optical path.
Figure 2 (b) depicts the structure of a router. Note that the output paths are multiplexed in
time over the physical link that connects the local PE to its corresponding switch.

In the rest of the paper, we will use routing delay to denote the time a packet spends in
routing buffers and the time for routers to make routing decisions for the packet (packet routing
time). We will use transmission delay to denote the time a packet spends on path buffers and
the time it takes for the packet to be transferred on paths.

local PE

router

optical
switch link from switch

incoming
path router

routing buffer

local PE

outgoing
path

link to switch

TDM

router
processing

output path buffer

time division
demultiplexer

(a) a nodal switching architecture (b) the router

Figure 2: Nodal switching architecture

4 Logical topologies

Given a physical optical torus network with TDM, logical topologies can be realized on top
of the physical network by exploiting both the channel–routing capability and the electronic
switching capability. The performance of the logical topologies depends on many factors includ-
ing the traffic pattern, the number of multiplexing degree (d) needed to realize the topology,
the number of intermediate hops (h) for a packet to reach the destination and the electronic
switching speed (γ). This section summarizes the property of the logical topologies and de-
scribes how the logical topologies can be realized on top of a physical N ×N torus network.

The logical all–to–all topology establishes direct connections between all pairs of nodes
and thus, totally eliminates the intermediate hops, resulting in h = 0. The algorithm in [7]
schedules the all–to–all connections in phases such that within each phase, all links in the
network are used and that each node can send or receive at most once within each phase. For
an N×N torus, where N ≥ 8 and N = 2r, a total of N3

2 links are needed to realize a broadcast

from one node to all other nodes. A total of N3

2 ×N links are needed to realize the all–to–all

communication. Since each phase has 4N links, N3

8 phases are needed to realize the all–to–all
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communication. Since each phase can be realized by one channel, using the algorithm in [7], a

multiplexing degree of d = N3

8 can be used to realize the logical all–to–all topology.
A logical torus topology can be realized using a multiplexing degree of d = 4. Notice that

although the logical paths are the same as the physical links, the logical torus topology cannot
be realized using a multiplexing degree of 1 due to the contention for the links connecting local
PEs to switches. Specifically, in one time slot each router can only access one channel, and
since each router has four outgoing logical paths, one to each neighbor, a multiplexing degree
of 4 is needed to realize this topology. For a logical N × N topology, the average number of
intermediate hops is h = N

2 − 1.
For N = 2r, the algorithm in [23] can be used to realize a logical hypercube topology on

an N × N torus using a multiplexing degree of bN
3 + N

4 c + 2, if r is odd, and bN
3 + N

4 c + 1,
if r is even. For a logical N 2 node hypercube, the average number of intermediate hops is

h = lg(N2)
2 − 1 = lg(N)− 1.

Finally, let us consider the logical allXY topology. By using the 1-dimension communication
patterns for all–to–all connections on rings from [7] and mixing the 1-dimensional communi-
cation patterns to form 2-dimensional patterns for the allXY topology, it can be shown that
the logical topology can be realized using a multiplexing degree of 2N − 2 if N ≤ 8, and N2

8
if N > 8. In this topology, no intermediate hop is needed to route packets between two nodes
in the same column or the same row. When the source and the destination are not in the
same column or the same row, one intermediate hop is needed. Hence, the average number of
intermediate hops is given by:

2N − 2

N2 − 1
× 0 +

(N2 − 1)− (2N − 2)

N2 − 1
× 1 =

N2 − 2N + 1

N2 − 1
.

Logical Number of multiplexing total number
topology intermediate hops (h) degree (d) of connections (P)

all–to–all 0 N3

8 † N2(N2 − 1)

allXY N2
−2N+1
N2
−1

N2

8 ‡ N2(2N − 2)

hypercube lg(N)− 1 bN
3 + N

4 c+ 1 ? 2N2lg(N)

torus N
2 − 1 4 N2 × 4

† Here, we assume that N ≥ 8 and N = 2r.
‡ Here,we assume that N ≥ 8. If N < 8, the value is 2N − 2.
? Here, we assume that N = 2r and r is even. If r is odd, the value is bN

3 + N
4 c+ 2.

Table 1: Summary of the logical topologies

Table 1 summarizes the average number of intermediate hops (h), the multiplexing degree (d)
and the total number of logical connections (P ) for the four topologies. As can be seen from the
table, as the number of (logical) connections decreases in the logical topologies, the number
of intermediate hops increases and the multiplexing degree needed to realize the topologies
decreases. A study of the performance of these four topologies will give us a good indication
about the trade–offs between the multiplexing degree and the number of intermediate hops
when using multi–hop communication.
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5 An analytical model and its verification

In this section, we develop an analytical model that models the maximum throughput and the
average packet delay for the logical topologies and verify the model through simulations. We
model the routers and the paths in a network as a network of queues. As shown in Figure 2,
each router has a routing queue that buffers the packets to be processed. The router places
packets either into one of the output path queues that buffer packets waiting to be transmitted,
or into the local processor. The exact model for such network is very difficult to obtain. We
approximate the analysis by making the following assumptions: 1) the queues are independent
of each other, and 2) each queue has a Poisson arrival and constant service time. These
assumptions enable us to derive expressions for the maximum throughput and the average
packet delay of the four logical topologies by dealing with M/D/1 queues independently. Our
simulation results confirm that these approximations are reasonable. We use the following
notation in the model:

• N . Size of each dimension of the torus. The network has a total of N 2 nodes.

• d, h and P are defined in the previous section. A frame is defined to consist of d time
slots. Within a frame, one time slot is allocated to each path. As discussed earlier, the
average number of paths that a packet traverses is equal to h + 1. The average number
of routers that a packet traverses is h + 2.

• λ. Average packet generation rate at each node per time slot. This implies that the
average generation rate of packets to the entire network is N 2λ. We assume that the
arrival process is Poisson and is independently and identically distributed on all nodes.
Furthermore, we assume that all packets are equally likely to be destined to any one of
the nodes. At each router, the newly generated packets and the packets arriving from
other nodes are maintained in a routing buffer of infinite size.

• λs. Average packet arrival rate at a router per time slot, including both newly generated
packets and packets received from other nodes. This composite arrival rate, λs, can be
derived as follows. In any time slot the total number of newly generated packets that
arrive at all the routing buffers is λN 2. On average, each of these packets traverses
h + 2 routers within the network. Therefore, under steady state condition, there will be
λN2(h+2) packets at all routers in the network in each time slot. Under the assumption
that each packet is equally likely to be at each router, the final arrival rate is given by
λs = λ(h + 2).

• λp. Average packet arrival rate at a path buffer per time slot. This arrival rate, λp, can
be derived as follows. Under steady state condition, in any time slot, the total number
of packets at all routers in the network is λN 2(h + 2). Of all these packets, λN 2 packet
will exit the network and λN 2(h + 2) − λN2 = λN2(h + 1) packets will be transmitted
through paths in the network. Since there are P paths in the system, the average arrival

rate is given by λp = λN2(h+1)
P

.

• γ. The routing time per packet at a router. Since packets are of the same length, the
routing time is a constant value. The average packet departure rate from the routing
buffer, denoted by µs, is µs = 1

γ
.
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• µp. The average packet departure rate from each path buffer per time slot. Since in our
model, each path will be served once in every frame, µp = 1

d
. The average service time

for each path buffer is Sp = 1
µp

= d.

Maximum throughput

With the above notation, we can now study the performance of the logical topologies. We will
first study the maximum throughput and then the average packet delay. Two bottlenecks can
potentially limit the maximum throughput.

• A router may not have enough bandwidth to process all arriving packets. The maximum
packet generation rate allowed by the router bandwidth, λmax

s , is achieved when λs = µs.
That is (h + 2)λ = 1

γ
, or λ = 1

γ(h+2) . Thus,

λmax
s =

1

γ(h + 2)
(1)

• A path may not have enough bandwidth to process all arriving packets. The maximum
packet generation rate allowed by the path bandwidth, λmax

p , is achieved when λp = µp.

That is (h+1)λN2

P
= 1

d
, or λ = P

(h+1)N2d
. Thus,

λmax
p =

P

(h + 1)N2d
(2)

The maximum packet generation rate allowed by the network is the minimum of λmax
s and

λmax
p , that is, λmax = min(λmax

s , λmax
p ). The maximum throughput of the network is thus,

N2λmax. For a given topology, λmax = λmax
s indicates that the router speed is the bottleneck,

while λmax = λmax
p indicates that the path speed is the bottleneck.

Average packet delay

As mentioned in Section 2, we divide the packet delay into (1) the routing delay, which includes
the time a packet spends in routing buffers and the time for routers to process the packets,
and (2) the transmission delay, which includes the time a packet spends in path buffers and
the actual packet transmission time on the paths.

Let us first consider the routing delay at each router. It takes γ timeslots for a router to
process a packet when the packet reaches the front of the routing buffer. As for the packet
waiting time in the routing buffer, since we model the routing buffer as an M/D/1 queue, the
average queuing delay depends on the arrival rate λs and is given by:

Q =
λs(γ)2

2(1− λs

µs

)
(3)

where λs is the average packet arrival rate, γ is the expected service time, µs is the average
packet departure rate. Given that µs = 1

γ
, the total time that a packet spends in each router

is given by:

routing delay = γ +
λs(γ)2

2(1− λsγ)
(4)
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Now, let us consider the two components of the transmission delay on each path. The first
component is the delay required by a packet to synchronize with the appropriate outgoing
slot in the frame on which the node transmits and the actual packet transmission time. The
average value of this delay is 1+2+...+d

d
= d+1

2 . The second component is the M/D/1 queuing
delay that a packet experiences at the buffer before it reaches the head of the buffer. This
follows the same formula as in the routing delay case, and is given by,

λpS
2
p

2(1−
λp

µp

)
=

λpd
2

2(1− λpd)
(5)

Combining the two components, we obtain the total delay a packet encounters on a path,

transmission delay =
d + 1

2
+

λpd
2

2(1− λpd)
(6)

As discussed earlier, each packet passes h + 2 hops and h + 1 paths on average. Thus, given
that on average, a packet spends routing delay in each router and transmission delay on each
path, the average packet delay can be expressed as follows:

delay = (h + 2)× routing delay + (h + 1)× transmission delay (7)

Using formula (4) and (6), we obtain the following average delay that a packet encounters
from the source to the destination.

delay = (h + 2)× (γ +
λs(γ)2

2(1− λsγ)
) + (h + 1)× (

d + 1

2
+

λpd
2

2(1− λpd)
) (8)

Model verification

To verify our analytical model and to further study the performance of these logical topologies,
we developed a network simulator that simulates all four logical topologies on top of physi-
cal torus networks. The simulation results are obtained with 98% confidence level and 1%
confidence interval. The simulator takes the following parameters.

• System size, N ×N . This specifies the size of the network. For a given logical topology,
the system size also determines the multiplexing degree in the system.

• Packet generation rate, λ. This is the average rate at which fresh packets are generated
in each node. The inter–arrival of packets follows a Poisson distribution. When a packet
is generated at a node, the destination is generated randomly among all other nodes in
the system with a uniform distribution.

• Packet routing time, γ.

Figure 3 shows the maximum throughput obtained from the analytical model and from the
simulation. We examine physical 8×8 and 16×16 torus networks with different packet routing
times. As can be seen from the figure, the analytical results and the simulation results almost
have a perfect match for all cases.

Figure 4 and Figure 5 show the average packet delay obtained from the analytical model
and from the simulation. Here, the packet routing time, γ, is equal to 1 time slot. For 8 × 8
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Figure 3: Maximum throughput from the analytical model and from the simulator

torus, the analytical results matches the simulation results fairly well for all topologies except
when the network load is close to saturation. The difference between the results from the
analytical model and those from simulations is around 10%. For the 16×16 physical topology,
the analytical results match the simulations results for the all–to–all, allXY and hypercube
topologies. For the torus topology, the difference is about 20% due to the approximation. We
also conducted studies for other values of γ. The analytical results and the simulation results
on those studies match slightly better than the ones shown in Figures 4 and 5. Thus, overall
the analytical model gives a good indication of the actual performance.
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Figure 4: The average packet delay for the logical all–to–all topology (γ = 1)
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Figure 5: The average packet delay for the logical allXY, hypercube and torus topologies
(γ = 1)

6 Performance of the logical topologies

In the previous section, we developed an analytical model for the logical topologies and verified
the analytical model with simulations. In this section, we study the performance of the logical
topologies. Since the simulation results and the analytical results match reasonably well, we
will only use the analytical model in this section to study the performance.

Figure 6 shows the impact of the packet routing time on the maximum throughput. The
underlying topology is a 32 × 32 torus. For all logical topologies, increasing the speed of
routers increases the maximum throughput up to a certain limit. For example, for the all–
to–all topology, the router speed of 1 packet per 4 time slots is sufficient to overcome the
router performance bottleneck. When the routing speed is faster than the threshold value,
the maximum throughput is bound by the link speed. Table 2 shows the bandwidth limits of
routers and links for N = 32.

Figure 6 also shows that the all–to–all topology achieves higher maximum throughput than
the allXY topology, which in turn achieves higher maximum throughput than the hypercube
topology. The logical torus has the worst maximum throughput. This observation holds for
all packet routing speeds. When the network is saturated, the logical topologies with more
connectivity utilizes the bandwidth on links more efficiently than the logical topologies with
less connectivity.

Figure 7 shows the impact of the network size on the maximum throughput. The results in
this figure are based upon a packet routing time of one time slot. We also studied different
packet routing times and found similar trends. In terms of the maximum throughput, the
all–to–all topology scales the best, followed by the allXY topology, followed by the hypercube
topology. The logical torus topology scales worst among all these topologies. Figures 6 and
7 show that by using time–division multiplexing to establish complex logical topology, we can
exploit the large aggregate bandwidth in the network and deliver higher throughput when the
network is under high load.

The average packet delay is another performance metric to be considered. For a network
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topology bottleneck γ = 0.5 γ = 1 γ = 2 γ = 4

λmax
s 2.0 1.0 0.5 0.25

all–to–all λmax
p 0.25 0.25 0.25 0.25

λmax 0.25 0.25 0.25 0.25

λmax
s 1.36 0.68 0.34 0.17

allXY λmax
p 0.25 0.25 0.25 0.25

λmax 0.25 0.25 0.25 0.17

λmax
s 0.67 0.33 0.17 0.09

hypercube λmax
p 0.1 0.1 0.1 0.1

λmax 0.1 0.1 0.1 0.09

λmax
s 0.24 0.12 0.06 0.03

torus λmax
p 0.06 0.06 0.06 0.06

λmax 0.06 0.06 0.06 0.03

Table 2: Maximum throughput for the logical topologies on 32× 32 torus
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Figure 7: Impact of the network size on the maximum throughput (γ = 1)

to be efficient, it must be able to deliver packets with small delays. It is well known that
time–division multiplexing results in large average packet delay due to the sharing of the links.
However, as we have discussed earlier, while using time–division multiplexing techniques to
establish logical topologies increases the per hop transmission time, it reduces the average
number of hops that a packet travels. Thus, the overall performance depends on many factors
and needs further study.

Figure 8 shows the average packet delay with respect to the packet generation rate. The
results are based upon a physical 16 × 16 torus network and γ = 1. As we can see from the
figure, the all–to–all topology incurs very large delay compared to other logical topologies, this
is because of the large multiplexing degree needed to realize the logical all–to–all topology.
Other topologies have similar delays when the packet generation rate is small. However, the
allXY topology has a larger saturation point than the hypercube and torus topologies, and
thus has a small delay even when the network load is reasonably high (e.g. λ = 0.25). These
results also hold for larger packet routing times.

0

100

200

300

400

500

600

0.1 0.2 0.3 0.4

de
la

y

generation rate

torus
hypercube

allXY
all-to-all

0

20

40

60

80

100

0 0.02 0.04 0.06 0.08 0.1

de
la

y

generation rate

torus
hypercube

allXY

Figure 8: The average packet delay as a function of the packet generation rate (γ = 1.0, N = 16)
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Figure 9 shows the impact of the packet routing time on the average packet delay. The
results are based upon a physical 16× 16 torus network and a packet generation rate of 0.005.
The packet routing speed affects the average packet delay for all topologies. When the packet
routing time is very small (γ = 0.25), the torus topology has the smallest delay. When the
packet routing time increases, the delay in torus increases drastically, while the delays in
the all–to–all and allXY topologies increase slightly. In the all–to–all and allXY topologies
a packet travels through fewer number of routers than it does in the torus topology. Hence
the contention at routers does not affect the delay in the all–to–all and allXY topologies as
much as it does in the torus and hypercube topologies. This study implies that to achieve low
packet delay for the logical torus topology, fast routers are crucial, while a fast router is not
as important in the all–to–all and allXY topologies.

0

50

100

150

200

250

300

350

0 2 4 6 8 10 12 14 16

de
la

y

Packet routing time

all-to-all
allXY

hypercube
torus

Figure 9: Impact of the packet routing time on the average packet delay (λ = 0.005, N = 16)

Figure 10 shows the impact of the network size on the packet delay. The results are based
upon a packet routing time of 1 time slot and a packet generation rate of 0.01. As shown in
the figure, the all–to–all topology has very large delay when the network size is large while
the other three logical topologies have similar average packet delays. When the packet routing
time is small (γ = 1.0), the hypercube topology scales slightly better than the torus and the
allXY topologies as shown in Figure 10 (a). When γ is large (γ = 4.0), the hypercube topology
and the allXY topology are better than the other two topologies as shown in Figure 10 (b).

From the above discussions, three parameters, N , γ and λ affect the average packet delay for
all the logical topologies. Next, we will identify the regions in the (N, γ, λ) parameter space,
where a logical topology has the lowest packet delay. Figure 11 shows the best topologies in
the parameter space (N, γ) for a given packet generate rate. A topology is the best in that it
offers the smallest average packet delay under the given set of parameters. As can be seen from
the Figure 11 (a), with a small packet generation rate, all four logical topologies occupy part
of the (N, γ) parameter space, which indicates that under certain conditions, each of the four
topologies out–performs the other three topologies. In the case of a larger packet generation
rate as shown in Figure 11 (b), the logical torus topology is pushed out of the best topology
picture. These results show that logical topologies with low connectivity are quite sensitive to
the network load while logical topologies with high connectivity are not.

Figure 12 shows the best logical topologies on the (γ, λ) parameter space for a given network
size. Here, the underlying network is a 16× 16 torus. Networks of different size exhibit similar
characteristics. The majority of the (γ, λ) parameter space is occupied by the logical hypercube
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Figure 10: Impact of the network size on the average packet delay (λ = 0.01)
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Figure 11: The best logical topologies for a given packet generation rate
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and allXY topologies. The logical torus topology is good only when λ is small and γ is small.
The logical all–to–all topology out–performs other topologies only when the network is almost
saturated, that is, large λ or large γ. This indicates that in general, the logical hypercube and
allXY topologies are better topologies than the logical torus and all–to–all topologies in terms
of the average packet delay.
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Figure 12: The best logical topologies for a 16× 16 torus

Figure 13 compares the performance of the logical hypercube and allXY topologies. Given
a fixed γ, there is a packet generation rate, λ, above which the allXY topology out–performs
the logical hypercube topology. When γ increases, the line in the figure moves down. In other
words, the hypercube topology is more sensitive to the packet routing time γ.
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Figure 13: The best logical topologies for a given packet routing time (γ = 1.0)
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7 Conclusion

In this paper, we have studied the logical topologies for routing messages on top of physical
torus networks. We developed an analytical model for the maximum throughput and the
average packet latency for multi–hop communication, verified the model with simulations,
studied the performance of these topologies and identified the cases where each logical topology
out–performs the other topologies.

In general, the performance of the logical topologies with less connectivity, such as the torus
and hypercube topologies, are more sensitive to the network load and the router speed while
the logical topologies with dense connectivity, such as the all–to–all and allXY topologies, are
more sensitive to the network size. Logical topologies with dense connectivity achieve higher
maximum throughput than the topologies with less connectivity. In addition, they also scale
better. In terms of the maximum throughput, the topologies can be ordered as follows:

all–to–all > allXY > hypercube > torus.
In terms of the average packet delay, the logical torus topology achieves best results only

when the router is fast and the network is under light load, while the logical all–to–all topology
is the best only when the network is almost saturated. In all other cases, the logical hypercube
and allXY topologies out–perform the logical torus and all–to–all topologies. Comparing the
logical allXY to the logical hypercube, the allXY topology is better when the network is under
high load. These results hold for all network sizes.
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