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abstract

This paper studies the impact of resource reservation on
the multi–path Quality–of–Service ( ����� ) routing schemes
that use global network state to make routing decisions. In-
corporating resource reservation into multi–path QoS rout-
ing algorithms greatly changes the communication charac-
teristics in a network system and affects the performance
of the routing algorithms. In this paper, we develop a
QoS routing protocol that combines resource reservation
with the ticket–based distributed multi–path QoS routing
scheme, evaluate the new routing protocol through exten-
sive simulation, and study the impact of other network com-
ponents, such as the network size and the link state update
mechanisms, on the performance of multi-path QoS routing
schemes with resource reservation.

1 Introduction

The migration to integrated networks for voice, data and
multimedia applications introduces new challenges in sup-
porting predictable communication performance. Multime-
dia applications require the communication to meet strin-
gent requirement on delay, delay–jitter, cost and/or other
quality of service (QoS) metrics. To support such applica-
tions, the network must be able to provide communication
channels with QoS guarantees. Two key issues, QoS rout-
ing, which identifies paths that meet the QoS requirement
and selects the one that leads to high overall resource ef-
ficiency, and resource reservation, which reserves the re-
sources along the path, must be addressed to support com-
munication with QoS guarantees.

Although QoS routing and resource reservation [15] are
two closely related network components, traditionally, these
two tasks are separated into two steps. First, a route is se-
lected, then the route is set–up and the resources are re-
served along the route. Separating routing and resource

reservation simplifies the protocol design. However, in B–
ISDN, resource availability may change rapidly and the
route information may be outdated. In such environment,
a route that was computed in the first step may lack the re-
sources in the second step. Combining the two steps was
suggested to overcome this problem [5, 8]. Combining re-
source reservation and QoS routing can greatly change the
communication characteristics in the network system and
affect the performance of the routing algorithms.

Many QoS routing algorithms have been designed to de-
termine the route for a connection request [3, 5, 6, 7, 9,
10, 12, 13, 14]. Among these algorithms, multi–path QoS
routing schemes [3] that use global network information to
make routing decisions are promising for future networks
for the following reasons. First, by using the global network
information, these protocols incur less messaging overhead
compared to the flooding based protocols [5, 9, 12] that do
not use the global network information to make routing de-
cisions. Second, by exploring multiple paths simultaneous-
ly in search of the path that satisfies the QoS requiremen-
t of a connection, multi–path QoS routing algorithms are
more effective, in terms of both the blocking probability and
the path establishment time, than single–path QoS routing
schemes [6, 7, 14] that probe one path at a time.

When combining resource reservation with QoS routing,
resource reservation affects the performance of the multi–
path QoS routing algorithms that use global network state
information more than it affects the performance of the
single–path QoS routing algorithms or that of the flooding
based algorithms. In multi–path routing, multiple paths are
probed simultaneously, which requires reserving resources
on multiple paths for each connection request. This prob-
lem is called the over reservation problem. Furthermore,
reserving resources on multiple paths can greatly change
the resource availability characteristics in the network sys-
tem and decrease the precision of the global network state
information. Since the routing algorithms rely on the global



network state to make effective routing decisions, resource
reservation may greatly decrease the routing performance
by degrading the precision of the global network state in-
formation. Thus, incorporating resource reservation into
multi–path QoS routing algorithms not only requires the de-
sign of new efficient protocols that combine resource reser-
vation and QoS routing, but also requires the re–study of the
performance issues for the routing algorithms.

In this paper, we develop a new QoS routing protocol
that combines resource reservation and a variation of the
ticket–based QoS routing scheme [3], which is a distributed
multi–path QoS routing scheme designed to deal with the
imprecise global network state information. We evaluate
the performance of the new protocol through extensive sim-
ulation. One unique feature of the ticket–based QoS routing
scheme is that the number of paths to be probed in parallel is
controlled by the number of tickets generated for each con-
nection request. By manipulating the number of tickets for
each connection request, the ticket–based routing scheme
can emulate a wide range of QoS routing schemes includ-
ing flooding based routing schemes and single–path routing
schemes. Thus, introducing resource reservation into the
ticket–based QoS routing enables us to study the impact of
resource reservation on a wide range of QoS routing algo-
rithms.

Our results show that multi–path QoS routing schemes
with resource reservation are more effective in finding path-
s that satisfy the QoS requirement of a connection than
single–path QoS routing schemes when the network is un-
der light load. When the network is under heavy traffic,
multi–path routing is better than the single–path routing
when the resource requirement of each connection is low
and the network is not saturated. Single–path QoS routing
schemes are more efficient when the network is close to sat-
uration. We conclude that it is possible to explore multiple
paths in search of the paths that satisfy the QoS require-
ment without introducing excessive protocol overhead and
that the ticket–based QoS routing algorithm with resource
reservation is an effective QoS routing protocol.

The rest of the paper is organized as follows. Section 2
summarizes the related work. Section 3 presents the ticket
based QoS routing with resource reservation. Section 4 re-
ports the performance evaluation. Section 5 concludes the
paper.

2 Related work

QoS routing has attracted much attention recently. An
extensive survey can be found in [4]. Most existing QoS
routing schemes decouple the routing issue from the re-
source reservation issue [2, 3, 6, 7, 10, 13, 14]. Few
schemes [5, 8, 9, 12] combine routing with resource reser-
vation. These routing schemes are either flooding based

[5, 9, 12], where the precision of the global network infor-
mation does not affect the routing performance, or single–
path routing schemes [8], where the over reservation prob-
lem is not severe. This paper studies the impact of re-
source reservation on the multi–path routing schemes that
use global network state information to make routing deci-
sions. Without resource reservation, multi–path QoS rout-
ing appears to have some advantages over both the flooding
based schemes and the single–path routing schemes. How-
ever, the impact of resource reservation on multi–path rout-
ing is unclear and has not been studied. This paper aim-
s at filling in this gap. Studies on other network compo-
nents, such as the link state update mechanisms and net-
work topology, are reported in [1, 11]. Resource reserva-
tion adds another dimension and requires most of the per-
formance issues to be revisited. In [3], the authors pro-
posed a ticket–based routing algorithm to solve the delay–
constrained least–cost routing without considering resource
reservation. We incorporate resource reservation into a vari-
ant of this algorithm and study the impact of resource reser-
vation.

3 Ticket–based distributed QoS routing with
resource reservation

This section presents the QoS routing protocol that com-
bines resource reservation with the ticket–based QoS rout-
ing scheme [3]. The protocol assumes that the global net-
work state information is maintained by a link state algorith-
m. We will first briefly introduce the ticket–based QoS rout-
ing algorithm without resource reservation, then describe
the protocol that combines resource reservation with the al-
gorithm. A detailed description of the ticket–based rout-
ing algorithm (without resource reservation) can be found
in [3]. We will use the bandwidth constraint as the QoS
metric to illustrate the protocol. The protocol can be ex-
tended to deal with other QoS metrics, such as delay, delay
jitter and cost.

3.1 Ticket–based distributed QoS routing algo-
rithm

When a connection request arrives at the source node, a
certain number ( � ) of tickets are generated and a reservation
packet with the � tickets is sent to the destination in search
of paths that satisfy the QoS constraints. Each reservation
packet carries one or more tickets. When an intermediate
node receives a reservation packet, it determines the next
hops that can potentially establish connections for the re-
quest, calculates the number of tickets to be distributed for
each of the next hops, and sends a reservation packet with its
share of the tickets to each of the next hops. The algorithm
to determine the next hops and to distribute tickets to each



of the next hops will be discussed in the next subsection.
The algorithm is called the routing and ticket distribution
algorithm. Along the path, a reservation packet with more
than one ticket may split into multiple reservation packet-
s to explore multiple paths. Since intermediate nodes only
distribute the tickets and do not generate any new tickets,
the maximum number of reservation packets at any time is
bounded by the total number of tickets, � , which was de-
termined at the source node when the connection request
arrived. Since each reservation packet probes a path, the
maximum number of paths probed is also bounded by � .

The ticket–based QoS routing limits the messaging over-
head by controlling the number of tickets for each request.
It can deal with the imprecise state information since it ex-
plores multiple paths instead of only the “optimal” path that
is computed based on the imprecise global network state in-
formation. In addition, the ticket–based QoS routing algo-
rithm can emulate other QoS routing schemes by properly
generating the number of tickets for each request. For ex-
ample, the ticket–based QoS routing algorithm can realize
the flooding based QoS routing schemes by generating an
infinite number of tickets for each request. It can also re-
alize the single–path QoS routing schemes that rely on the
global link state information to make routing decisions by
generating one ticket for each request.

3.2 Routing and ticket distribution

In large networks, the global network state information
maintained by the link state algorithm is imprecise. The
ticket–based algorithm includes methods in the routing and
ticket distribution algorithm to deal with the imprecise glob-
al state information. On the one hand, the algorithm ex-
plores multiple paths instead of only the ’optimal’ path
computed based on the imprecise global state information.
This offsets the impact of the imprecise state information.
On the other hand, the algorithm attempts to explore better
routes by distributing more tickets to probe the routes that
have better chance of satisfying the QoS constraints.

In our algorithm, for each destination node in the net-
work, a router ranks its neighbors using the global state in-
formation based on their capability to provide QoS paths to
the destination node. In the case of a tie, the hop counts of
the paths are used to break the tie. If two paths can pro-
vide the same bandwidth with the same hop counts, their
ranks are assigned randomly. In other words, our algorithm
uses widest–shortest path routing algorithm [13] to rank its
neighbors for each node in the network. This ranking infor-
mation is stored in the routing table in each router. Consider
the example in Figure 1 (a). The numbers in the figure rep-
resent bandwidth. The ranking of the neighbors of router �
to destination � is shown in Figure 1 (b). Nodes � and �
can both provide paths to node � with bandwidth 4, they
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Figure 1: Routing and ticket distribution

are ranked higher than nodes � and � . Since the path from
nodes � to � needs � hops when the path goes through n-
ode � and 	 hops when the path goes through node � , node
� is ranked No. 1 and node � is ranked No. 2.

Every time a link state packet is received, the ranking in-
formation in the routing table is recomputed. This informa-
tion is used to guide ticket distribution. Specifically, when
an intermediate router 
 receives from its neighbor 
��
a reservation packet for a connection request from source���� to destination �  � with the QoS requirement equal to����� ������� ��� , router 
 first determines all the candidates that
the reservation packet can be forwarded. For a neighbor 
 �
to be a candidate, link 
"! 
#� should be able to sup-
port the

����� ������� ��� requirement and there must exist a path
from 
 � to �  � that can support the

����� ������� ��� require-
ment. The router maintains the candidates in a list called
the next hops list. All neighbors except node 
#� are consid-
ered as potential candidates. The router then performs the
ticket distribution for the candidate based on the ranking in-
formation. How to distribute tickets in order to achieve the
best performance is hard to determine. One simple heuris-
tic used in our performance evaluation is as follows. The
first ranked next hop node gets 50% of the tickets, the sec-
ond ranked next hop node gets 25% of the tickets and so on.
The lowest ranked next hop node gets the remaining of the
tickets. The rational behind this ticket distribution heuristic
is that more tickets will go towards the paths that have better
chance of satisfying the QoS constraints. Other tickets will
be distributed to explore other not so good paths to allow the



algorithm to adapt to the imprecise global state information.
Consider the example in Figure 1 (a). When a reserva-

tion packet requesting a connection with bandwidth 3 from
node � to node � arrives at node � with 4 tickets. Node
� will determine that the next hops list includes nodes �
and � . Node � is not included in the next hops list since
it is where the packet came from. Node � is not included
in the next hop list since it can only provide bandwidth 1
which is less than the bandwidth requirement. Node � will
send two reservation packets toward nodes � and � . Using
the simple ticket distribution heuristic discussed earlier, the
packet towards node � will get ����� of the tickets since it
is ranked No. 1. The other packet towards node � will get
the rest of the tickets.

3.3 Incorporating resource reservation into the
ticket–based QoS routing scheme

This section describes the protocol that combines re-
source reservation with the ticket–based QoS routing
scheme. The following control packets are used in the pro-
tocol.

� REQ packet. The � � � packet is used to probe the
paths and to reserve resources along the paths. The
information in this packet includes the connection i-
dentification, number of tickets, the QoS requiremen-
t and the current QoS. The connection identification
is specified as a triple � �� �	� �  � � �
��� , where ���� is
the source node number, �  � is the destination node
number and �
�� is a sequence number assigned by the
source node. The current QoS is the QoS that can be
satisfied by the partial path, that is, the QoS that can
be satisfied from the source node to the router that
receives the � � � packet. A � � � packet will be de-
noted as � � �����  � �	� �  � � �
����� � � ����
 � � � ��� � � � � �� .

� REJECT packet. The � ��� � ��� packet is used
to release the reserved resources and inform the
source the failure of the path establishment when
the reservation attempt failed. The information in
the � ��� � ��� packet includes the connection iden-
tification. This packet travels in the opposite di-
rection along the path of the corresponding � � �
packet. A � ��� � ��� packet will be denoted as
� ��� � ������� �� �	� �  � � �
����� .

� ACCEPT packet. The � � � ����� packet is used
to inform the source and the intermediate nodes
that the path has been established. This pack-
et contains the connection identification informa-
tion, the granted QoS and the path for the con-
nection. An � � � ����� packet will be denoted as
� � � ���������  � �	� �  � � �
����� ����� �! � ��� � .

� RELEASE packet. The � ��" � � � � packet is used
to release the resources for a connection when the
communication is done. This packet contains the
connection identification and the path for the con-
nection. The � ��" � � � � packet will be denoted as
� ��" � � � �#��� �� �	� �  � � �
���$�! � ��� � .

Each router maintains precise state information for all
outgoing links from the router. Since our algorithm focus-
es on bandwidth, each router will maintain for each outgo-
ing link the amount of available bandwidth, the amount of
bandwidth that is currently used by some connections, and
the amount of bandwidth that is reserved but is not current-
ly used. We will use notation �&% �&'(" ���)" � , * � � � and
",+ ��- � � to denote the three states of the bandwidths.
The router also maintains a routing table. For each node in
the network, routing table contains the ranking information
of each neighbor and the QoS that can be provided when
a connection to the destination goes through that neigh-
bor. The router also records the �
� of the latest connec-
tion that have been established for each source/destination
pair whose connection went through the router. This infor-
mation is used to deal with the strayed � � � packets. In
addition, a router maintains the following information for
each connection request that passes the router.

� The parent node and a counter to count the num-
ber of � � � packets received from the parent node.
The parent node of the connection indicates where
the � � � packet came from. The � ��� � ��� packet
and the � � ��� ��� packet will follow the parent n-
ode pointer from the destination to the source. The
counter allows that multiple � � � packets for the
same request to be sent over the same link without
reserving multiple copies of resources.

� Current QoS of the connection. This information is
used to compare with the current QoS in a � � �
packet to determine whether the new � � � packet
can provide better QoS.

� The number of QoS packets sent over each of the
outgoing links and the associated resource reserved.
This information is used to determined whether all
REQs from a node or over a link have been rejected.

� The path for each connection starting from the router
that has been established.

The operations in the source nodes, the intermediate n-
odes and the destination nodes are different in the protocol.
Next, we will describe the operations for the three different
types of nodes.

� Source node. When the source node wants to estab-
lish a connection, it constructs a � � � packet with



proper number of tickets and the QoS requirement of
the connection. It then sends the � � � packet to-
wards the destination. After that, the source waits for
the � � � ����� and/or the � ��� � ��� packets. If all
the � � � packets for the connection request are re-
jected, the source may start another round, trying to
establish the connection for the request at a later time.
If the source node receives an � � ��� � � packet for
the request, the connection has been established and
the source can start sending data. In this case, the
source records the path for the connection from the
� � � ����� packet. Once the source node finishes
sending the data, it sends a � ��" � � � � packet to
release the resources for the connection.

� Intermediate nodes. The following operations are
performed at intermediate nodes when they receive
different control packets.

– � � ����� �� �	� �  � � �
���$� � � ��� 
 � � ����� � � ��� � . If
� �� �	� �  � � �
��� has been established, the router
rejects the request since there is no meaning
to reserve resources for an established connec-
tion. If resources have not been reserved for
the connection (the � � � packet is the first one
that reaches the router), the router will check
whether it has sufficient resources to satisfy the
connection using the routing and ticket distri-
bution algorithm. If next hop candidates ex-
ist, the router will distribute the tickets for the
candidates and send � � � packets to the can-
didates. If there is no next hop candidate, the
router rejects the request. If the current � � �
packet is not the first one to reach the router,
the router checks whether the current � � � can
provide better QoS for the connection. If the
current � � � carries better � ����� , the router
would then forward the � � � . Otherwise, the
router rejects the � � � packet. When a router
forwards the second � � � packet, it needs to
change the parent node for this connection, re-
ject the old � � � if the new parent node is not
the same as the old parent node, and update the
counter that records the number of � � � pack-
ets for the connection using the link. When the
second � � � is sent through a link, the router
will just increase the counter of the number of
� � � packets sent over the link, but not reserve
extra resources.

– � ��� � ������� �� �	� �  � � �
����� . When an interme-
diate node receives a � ��� � ��� packet, the in-
termediate node checks the number of � � �
packets sent through that link. When the al-
l � � � packets sent through that link have

been rejected, the router releases the resources
locked for the connection over that link. Oth-
erwise, the router decreases the counter for the
number of � � � packets sent through the link.
When all � � � packets from this router (al-
l � � � packets for all outgoing links) are re-
jected, � ��� � ��� packets are sent to the paren-
t node for this connection in the network. The
number of � ��� � ��� packets to be sent to the
parent node is equal to the number of � � �
packets it received from the parent node.

– � � � ��������� ������ �  � � �
������ ����� �  � ��� � . When
an � � � ����� packet is received, the intermedi-
ate node changes the state of the resources from
the ",+ ��- � � state to the * � � � state, re-
leases the extra resources reserved but not grant-
ed and forwards the � � � ����� packet to the
parent node for this connection. The router al-
so records the  � ��� for the connection in the
� � � ����� packet.

– � ��" � � � �#��� �� �	� �  � � �
���$�! � ��� � . The router
releases the resources used by the connection
and forwards the packet to the next hop accord-
ing to the  � ��� field in the packet.

� Destination node. When the destination node re-
ceives a � � � packet, it checks whether the connec-
tion has been established. If the connection has been
established, the � � � packet is rejected. Otherwise,
an � � � ����� packet is constructed is sent to the
source. The destination will not receive � ��� �����
or � � ��� ��� packets.

A number of optimizations are incorporated in this pro-
tocol. First, to alleviate the over–reservation problem, the
protocol ensures that the resources on one link are reserved
at most once for each connection. Second, the protocol
enforces an early–release policy. That is, when a reserva-
tion packet reaches a node that another reservation packet
reached before, the second reservation packet is rejected if
it cannot provide better QoS. This allows the resources re-
served by the second reservation packet to be released at the
earliest time. This policy also ensures that the QoS path-
s found by the protocol are loop–free. When the loop is
formed, a reservation packet will reach a node two times.
When the second time a reservation packet is processed at a
node, it will be rejected since it cannot provide better QoS
than the first time it arrived at the node. Third, the proto-
col minimizes the messaging overhead by sending a reject
packet towards the source only after all out–going reserva-
tion packets from the node are rejected.



4 Performance evaluation

To evaluate the performance of the protocol and to s-
tudy the impact of resource reservation on the multi–path
QoS routing, we develop a cycle–by–cycle network simula-
tor that simulates the ticket–based distributed QoS routing
protocol with resource reservation. We use bandwidth as
the QoS metric. The major features of the network simula-
tor are the followings.

� The simulator simulates the QoS routing protocol that
combines resource reservation with the ticket–based
QoS routing scheme. By manipulating the number
of tickets for each request, the simulator can simulate
the flooding based routing schemes that do not use the
global network state information to make routing de-
cisions, multi–path QoS routing schemes that probe
multiple paths for each connection request based on
the global network state information, and single–path
QoS routing schemes that probe one path at a time.

� The control network is logically separated from the
data network. The control network is used to ex-
change control packets and link state packets while
the data network is used to exchange data messages.

� The simulator simulates various link state update
mechanisms including the periodical link state update
mechanism and the sudden–change link state update
mechanism [1] which broadcasts link state informa-
tion when the state of a link changes drastically.

� The simulator allows the user to specify the following
parameters:

– network load. The network load is specified
using three parameters, the connection request
generation rate ( � ), the connection duration ( � )
and the bandwidth requirement (

�
). The con-

nection requests arrive at each node following a
Poisson distribution with an average of � mes-
sages generated every time unit. When a request
is generated at a node, the destination of the re-
quest is generated randomly among the other n-
odes in the system. A request is discarded when
it is blocked.

– network topology. The network topology is in-
dependent of the protocol and is loaded from a
file at the beginning of the simulation. We use�����

, � � � , � � � and ��� � ��� meshes in our
simulation study. The link capacity is assumed
to be 100 for all the studies.

– link state update frequency ( �	� ) in the period-
ical link state update mechanism. This param-

0

5

10

15

20

25

0 5 10 15 20

B
lo

ck
in

g 
pr

ob
ab

ili
ty

 (
%

)

# of tickets

(d=8, b=2)
(d=512, b=2)
(d=8, b=32)

(d=512, b=32)

Figure 2: Blocking probability for light traffic

eter specifies the time span that the link state
packets are generated.

– number of tickets ( � ) for each request.
– control packet processing speed ( � � ). This pa-

rameter specifies how fast a router can process
the control packets it received.

We use two performance metrics, the blocking probabili-
ty and the average number of connections granted, to evalu-
ate the protocols. The blocking probability is the ratio of the
number of connection requests that are rejected (blocked)
and the total number of connection requests processed. Un-
der light traffic, both the blocking probability and the num-
ber of connection requests granted are good indicators of
the performance of the protocols. Under heavy traffic, the
number of connection requests granted is the better indica-
tor of the performance. The simulation time is measured in
time cycles, which is the basic unit of the network activities.
All other network activities, such as the control packet pro-
cessing time and packet propagation time over a link, take
multiples of the time cycle to complete. In the simulations,
we assume that the propagation delay in each link 1 cycle
and the control packet processing time ( � � ) in each router
is also 1 cycle. All the simulation results are obtained with
 ��� confidence level and ��� confidence interval.

Figure 2 shows the blocking probability as a function of
the number of tickets for each connection request when the
network is under light traffic. This experiment is done on
� � � meshes and assumes ��� �� �(��� and �	� � ���(� . Four
cases are considered, small connection duration and small
bandwidth requirement � � � � � � � 	 � , small connection
duration and large bandwidth requirement � � � � � � � ��	 � ,
large connection duration and small bandwidth requirement
� � � ��� 	 � � � 	 � , and large connection duration and large
bandwidth requirement � � � ����	 � � � ��� � . These four cas-
es represent different traffic patterns when the network is
under light load. As shown in Figure 2, the blocking prob-
ability decreases as the number of tickets increases, which
indicates that under light load, the protocols that probe more
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Figure 3: Performance of the protocols � � � � � � � 	 �

paths perform better than the protocols that probe less num-
ber of paths. This result is consistent for all the four traffic
patterns. When the network load is low, the over reserva-
tion problem for probing more paths is not significant since
the network has sufficient resources to support both the of-
fered traffic and the overly reserved resources. Thus, the
protocols that probe more paths and have higher path estab-
lishment probability perform better than other protocols.

Figures 3, 4, 5, 6 show the performance of the protocol-
s when the network load is higher. We also consider the
four types of traffic patterns, small connection duration and
small bandwidth requirement � � � � � � � 	 � in Figure 3,
large connection duration and small bandwidth requirement
� � � ����	 � � � 	 � in Figure 4, small connection duration and
large bandwidth requirement � � � � � � � � 	 � in Figure 5,
and large connection duration and large bandwidth require-
ment � � � ��� 	 � � � ��� � . These experiments are done on
� � � meshes with � � � ����� .

Figure 3 and Figure 4 have similar trend. When the band-
width requirement is small � � � 	 � , probing more path-
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Figure 4: Performance of the protocols � � � ����	 � � � 	 �

s always results in lower blocking probability. However,
when the network load becomes higher, although the proto-
cols with larger number of tickets still have smaller block-
ing probability, the throughput is also smaller. Two factors
contribute to this observation. First, it takes longer time
for a protocol with larger number of tickets to reject a re-
quest since it must wait until all tickets are rejected. Thus,
although the protocols with larger number of tickets have
higher probability to establish each individual connection,
these protocols may degrade the overall system throughput
by spending more time to reject connection requests. Sec-
ond, larger number of tickets also results in heavier traffic
in the control network, which increases the connection es-
tablishment time for each connection. This also affects the
system throughput.

Figure 5 shows the case when the bandwidth require-
ment is high (

� � ��	 ) and the duration requirement is s-
mall (d=8). In this case, the global link state information in
each router is extremely imprecise. As seen in the figure,
protocols with larger number of tickets performs well only
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Figure 5: Performance of the protocols � � � � � � � � 	 �

when the network load is very small. When the network
load becomes higher, even before the network is saturat-
ed, the protocols with smaller number of tickets have both
lower blocking probability and higher throughput. The over
reservation problem dominates the overall performance in
this case. Figure 6 shows the case when the bandwidth re-
quirement is high (

� � � 	 ) and the duration requirement is
high (d=512). In this case, the global link state information
in each router is not as imprecise as the case in Figure 5 s-
ince the connection duration is larger. The performance of
the single path routing is noticeably worse than the perfor-
mance of multi–path routing both in terms of the blocking
probability and the system throughput. Probing multiple
paths is more efficient than probing a single path when the
path that satisfies the QoS constraints is difficult to find.

Figure 7 shows the performance of the protocols with d-
ifferent number of tickets for different bandwidth require-
ments. This experiment is done on � � � meshes with� � �� ���� , � � � and �	� � ���(� . When the bandwidth
requirement is small, the performance of the protocols with
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Figure 6: Performance of the protocols � � � ��� 	 � � � � � �

large number of tickets is much better than that of the pro-
tocols with small number of tickets. However, as the band-
width requirement of each request increases, the over reser-
vation problem starts to have more impacts and the perfor-
mance of the protocols with large number of tickets decreas-
es drastically. As shown in the figure, the performance of
the multi–path routing is quite sensitive to the bandwidth
requirement.

Figure 8 and Figure 9 study the impact of the link state
update frequency. The impact of link state update frequency
is two folds. First, higher link state update frequency result-
s in more precise global network state, which improves the
routing performance. Second, higher link state update fre-
quency also results in higher control network traffic, which
may slow down the path establishment. Figure 8 shows the
impact of link state update frequency on a

�
-ticket routing

algorithm. This experiment is done on � � � meshes and
assumes � � �� ��� �

. Since the network is not saturated, we
only compare the blocking probability. As can be seen in
the figure, the frequency of link state update has little im-
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Figure 7: Performance of the protocols for different band-
width requirement

pact when the connection duration is small � � � � � . When
the duration is so small, the range of the link state update
frequency studied (250 to 4000) does not make much differ-
ence in the precision of the global network state. For larg-
er duration � � � ����	 � , the routing performance improves
when the update frequency is sufficiently large ( �	� � 	(��� ).

Figure 9 shows the impact of link state update frequency
on different multi–path QoS routing algorithms. This ex-
periment is done on � � � meshes and assumes � � �� ��� �

,
� � ����	 and

� � 	 . As shown in the figure, the link s-
tate update frequency greatly affects the performance of the
single path routing. However, it has little impact on the pro-
tocols with large number of tickets ( � � ��� ). This result
shows that the multi–path routing algorithm can deal with
imprecise global network state information effectively even
when resource reservation is incorporated.

Figures 10 show the impact of network size on the proto-
cols when the network is under light load (r=0.009). Under
light load, protocols with large number of tickets perform
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protocols

better than the protocols with small number of tickets for
all the network sizes. Our other experiment shows that pro-
tocols with large number of tickets do not scale with respect
to the network size. A 16–ticket protocol will saturate the
control network for an � � � meshes when � � �� � 	 while
protocols with 1 or 4 tickets will not saturate the network.

5 Conclusion

In this paper, we develop a new QoS routing protocol that
combines resource reservation with the ticket–based dis-
tributed multi–path QoS routing scheme, evaluate the new
routing protocol through extensive simulation, study the im-
pacts of other network components on the performance of
the multi-path QoS routing with resource reservation. Our
major conclusions are the followings:

� When the network is under light load, probing more
paths results in better performance for all types of
traffic patterns.

� When the network is close to saturation (very high
load), probing more paths performs worse than prob-
ing less paths. Protocols with larger number of tick-
ets have, in most cases, lower maximum throughput.
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Figure 10: Impact of network size

There are three causes for the network to be under
heavy load, (1) high request generation rate, (2) long
connection duration, and (3) large bandwidth require-
ment. Among the three causes, multi–path QoS rout-
ing is more sensitive to the bandwidth requirement
and less sensitive to the request generation rate and
the connection duration.

� Multi–path QoS routing handles the imprecise glob-
al network state information more effectively than
the single path QoS routing scheme even when re-
source reservation is incorporated. Protocols with
large number of tickets are not very sensitive to the
link state update frequency, while the single path
routing is very sensitive to the link state update fre-
quency. Although probing more paths may affect the
precision of the global network state information, the
overall routing performance of multi–path routing is,
in most cases, better than that of single–path routing.

� Protocols with large number of tickets are not scal-
able. However, when the network is under light
load, protocols with large number of tickets offer low
blocking probability for reasonably large networks.
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