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ABSTRACT

Using traditional methodologies and tools, the problem of keeping performance-critical kernels at high efficiency on hardware evolving at the incredible rates dictated by Moore’s Law is almost intractable. On product lines where ISA compatibility is maintained through several generations of architecture, the growing gap between the machine that the software sees and the actual hardware exacerbates this problem considerably, as do the evolving software layers between the application in question and the ISA. To address this problem, we have utilized a relatively new technique, which we call AEOS (Automated Empirical Optimization of Software). In this paper, we describe the AEOS systems we have researched, implemented and tested. The first of these is ATLAS (Automatically Tuned Linear Algebra Software), which empirically optimizes key linear algebra kernels to arbitrary cache-based machines. Our latest research effort is instantiated in the iFKO (iterative Floating Point Kernel Optimizer) project, whose aim is to perform empirical optimization of relatively arbitrary kernels using a low-level iterative and empirical compilation framework.
CHAPTER 1

INTRODUCTION

The ultimate goal of this research is to provide compute kernels for the high performance computing (HPC) community that run at near-peak efficiency, even as architectures evolve at the frantic pace dictated by Moore’s Law. If a kernel’s performance is to be made at all robust, it must be both portable, and of even greater importance these days, persistent. We use these terms to separate two linked, but slightly different forms of robustness. The platform on which a kernel must run can change in two different ways: the machine ISA (Instruction Set Architecture) can remain constant even as the hardware implementing that ISA varies, or the ISA can change. When a kernel maintains its efficiency on a given ISA as the underlying hardware changes, we say it is persistent, while a portably optimal code achieves high efficiency even as the ISA and machine are changed.

Before the results of this research can be evaluated, it is important to demonstrate that there truly is a problem that needs to be solved, and thus the bulk of this introduction is dedicated to demonstrating why we have undertaken this line of research. Therefore, Section 1.1 overviews the need for highly tuned kernels in HPC, Section 1.2 discusses the traditional approaches to this problem, and gives the reasons why they are inadequate in practice, which in turn motivates the application of empirical techniques (the subject of this research), as discussed in Section 1.2.3. After this motivation, Section 1.3 provides a brief history of this research, and Section 1.4 describes the organization of the remainder of the paper.
1.1 Importance of Kernel Optimization for HPC

High performance computing is differentiated from general computing by its voracious appetite for computing resources. Despite hardware performance that has been steadily improving according to Moore’s Law, this is as true today as it was a decade ago. Scientific modeling provides an illustration of this phenomenon. In many of these applications, computational power is the main constraint preventing the scientist from modeling more complex problems, which would then more closely match reality. As more computational power becomes available, the scientist typically increases the complexity/accuracy of the model until the limits of the computational power are reached. Therefore, since many applications have no practical limit of “enough” accuracy, it is important that each generation of increasingly powerful computers have well optimized computational kernels, which in turn allow for efficient execution of the higher-level applications that use them.

1.2 Problems with Traditional HPC Kernel Production Methods

The traditional path to achieving high performance in HPC involves compilation research combined with library production. General purpose compilers do not, in practice, achieve the very high percentages of peak on the complex kernels demanded by HPC applications (the reasons for this are outlined in Section 1.2.2). Therefore, since a user cannot write an arbitrary code and expect it to run at the extreme efficiencies demanded by HPC applications, the community has responded by emphasizing library production. In particular, APIs for reusable performance kernels are standardized, allowing these kernels to be hand-tuned by teams of experts for a given platform. Once these standard kernels are available for the platform of interest, higher-level applications that leverage them can run at high efficiencies without extensive additional tuning.
Both hand-tuning of kernels and traditional compilation have severe drawbacks when employed for performance-critical kernel production, as discussed in the following sections. Since traditional compilation shares many of the same drawbacks as hand-tuning, as well as having its own unique problems, we discuss hand-tuning first.

1.2.1 Shortcomings of Hand-tuning

Hand-tuning performance-critical kernels for each architecture of interest suffers from two main drawbacks: First, creating software that realizes near peak rates of execution requires detailed knowledge of a complex set of interrelated factors, including the operation being optimized, the target architecture(s), and all the intervening software layers. Even when the implementer possesses such broad understanding, the interactions between various hardware/software layers guarantee that significant empirical tuning of the initial kernel will be required. Therefore, optimizing even the simplest of real-world operations for high performance usually requires a sustained effort from the most technically advanced programmers, which are in critically short supply. Second, even when the requisite programming talent is available, hand-tuning such codes is a time consuming task, so that far too often, when the optimized libraries are finally ready to come on line, the generation of hardware for which they are optimized is well on its way towards obsolescence. This difficulty of keeping software highly optimized in the face of hardware change is a persistent problem for both hand-tuning and compilers.

1.2.2 Shortcomings of Traditional Compilation

The most fundamental reason traditional compilers do not achieve the high percentages of peak required by HPC kernels is that it is not what they are designed to do. Optimizing general-purpose code to this extreme degree would
be counter-productive: It would require substantially greater time to develop the
compiler itself, would have almost no effect on overall performance for most codes,
and would almost certainly increase compilation times to a degree intolerable for
general use.

Even if the compiler were written with this kind of extreme optimization in mind,
traditional compilation techniques would clearly need to be supplemented in some
way. Traditionally, compilers perform transformations based on models that attempt
to capture the relevant details of the underlying architecture. This approach works
well for general purpose computing, but the model needs to be much more detailed
to extract near-peak levels of performance: indeed, it needs to be so detailed that in
practice producing such a model would be almost intractable. Even if a model could
be created that was sophisticated enough to account for the interactions between all
levels of cache, the pipelines of all relevant functional units, and all shared hardware
resources required by a given operation (and it could do such detailed front-end
analysis that all required kernel-specific information was extracted from the code), it
is often the case that much of the data required to build such a model is unknown,
either because the hardware vendor considers it proprietary, or because even the
designers are unable to predict performance due to unforeseen resource interactions.
Therefore, models require significant hand-tuning to each supported architecture;
this is true even in general computing, and the cost would clearly go up dramatically
for a kernel-oriented compiler.

Therefore, to obtain near-peak efficiency for kernels using traditional compilation,
the models must be constantly modified to keep up with hardware being released at
the rate dictated by Moore’s Law. Since compilers are generally very complex applica-
tions, this is just as untenable in the long run as the hand-tuned kernel optimization
discussed in the previous section. Moore’s Law also provides a secondary effect
that makes model-based approaches even more problematic for this type of tuning.
Since software evolves at a much slower rate than Moore’s Law, hardware architects
must retain ISA compatibility whenever possible, which can lead to mismatches between an ISA and the underlying hardware. At the same time, the additional circuits that can be economically added to a wafer have resulted in architectures that perform an increasing number of compiler-like transformations in hardware (eg., dynamic scheduling, out-of-order execution, register renaming, etc.). Due to this trend, the ISA available to the compiler writer becomes more and more like a high level language, and thus the close connection between the instructions issued by the compiler, and the actions performed by the machine, is lost. This phenomenon makes it increasingly difficult to know a priori if a given transformation will be helpful, and almost impossible to be sure when it is worth applying a transformation that yields benefits only in certain situations. The most extreme example of this trend is embodied in the x86 architecture, whose non-orthogonal CISC instruction set has, to the frustration of many compiler writers, become the most widely-used ISA in general-purpose computing.

Another problem with model-based approaches is how to allocate resources in competing optimization phases. Here heuristics must be employed, which may leave significant gaps in optimization (eg., reserve several registers when doing register assignment so that software pipelining can be performed later, etc.). Finally, even if all these challenges could be surmounted, kernel- and context-specific issues provide a further barrier to achieving high performance. For instance, tuning a bus-bound operation requires a different set of priorities than tuning a kernel that is primarily cpu-bound, the types and number of operands strongly affect the correct optimization scheme, etc. Profiling can discover some of this information, but quite a few relevant details cannot be realistically discovered even when the most aggressive traditional techniques are employed. If such perfect analysis were available, however, these complicated architectural models would still need to be split into many subcases to reflect varying usage patterns, worsening an already insupportable maintenance problem.
1.2.3 Addressing Optimization Challenges through Empirical Techniques

These problems, taken together, led to the implementation of empirically tuned library generators such as PHiPAC [1], FFTW [2, 3, 4] (these and other packages are discussed in the related work sections of Chapters 3 and 4) and our own ATLAS [5, 6, 7, 8, 9, 10] (discussed in Chapter 3). The central idea behind these packages is that since it is difficult to predict a priori whether or by how much a given technique will improve performance, one should try a battery of known techniques on each performance-critical kernel, obtain accurate timings to assess the effect of each transformation of interest, and retain only those that result in measurable improvements for this exact system and kernel. Thus, the need to understand the architecture in detail is removed: we are probing the system as it stands, just as the empirical technique of the scientific method probes the natural world, and just as the scientific method discards disprovable theories, we do not retain transformations that do not result in sufficient speedup.

This approach allows for a much greater degree of specialization than can be realistically achieved in any other fashion. For instance, it is not uncommon for empirical tuning of a given kernel on two basically identical systems, varying only in the type or size of cache supported, to produce tuned implementations with significantly different optimizational parameters, and it is almost always the case that varying the kernel results in widespread optimization differences.

These empirically tuned packages have succeeded in achieving high levels of performance on widely varying hardware, but in a sense they are still very limited compared to compilation technology. In particular, they are tied to particular operations within given libraries, and are therefore not of great assistance in optimizing other operations that nonetheless require similar levels of performance. It is therefore no surprise that the compiler community has begun to evaluate the scope for using
empirical techniques in compilation. Chapters 4 and 5 outline our own empirical compiler research.

1.3 History of Research

The author began this line of research while a he was a full-time researcher at the University of Tennessee, Knoxville (UTK). In this initial work, the emphasis was on achieving *portably* optimal code for a restricted set of linear algebra routines. This research culminated in the ATLAS [6, 7, 8, 9, 10] project. After ATLAS proved so successful in optimizing a given set of operations, the obvious question was how it could be generalized, and this has led to the research we have conducted here at Florida State University (FSU) on iFKO (iterative Floating Point Kernel Optimizer). This work is aimed at generalizing empirical optimization to arbitrary floating point kernels, and concentrates on achieving *persistently* optimal code.

The ATLAS work is included in this dissertation for two main reasons. Most importantly, it combined with iFKO comprise the author’s contribution to the emerging field of empirical optimization, and this first effort both supports and lends direction to our current research. Secondly, while the majority of the ATLAS framework was indeed developed at UTK, significant ATLAS work was done here at FSU as well, including FSU grant #1327-592-45, and the publications of [10, 11]. Work on the grant led particularly to some intensive assembly hand-tuning to exploit SIMD vectorization, and this and related efforts strongly influenced the design and implementation of iFKO.

1.4 Organization of Paper

The remainder of this paper is organized in the following way: Chapter 2 introduces the terminology used to describe these empirical techniques, Chapter 3 overviews our ATLAS work, Chapter 4 uses this foundation to motivate and explain
our empirical compilation research, Chapter 5 describes the current implementation of our empirical compilation framework, and Chapter 6 provides experimental results. Note that the ATLAS and iFKO chapters contain their own related work section, as these efforts are distinct in both approach and time. Finally, Chapter 7 summarizes our findings and contributions as well as discussing areas for future work.
CHAPTER 2

BASIC DEFINITIONS – AEOS

Many groups have begun to utilize automated and empirical approaches to optimization, resulting in a plethora of differing terminologies, including “self-tuning libraries”, “adaptive software”, “empirical compilation”, “iterative compilation”, etc. While these approaches differ strongly in details, in order to fall into the classification related to our research they must have some commonalities:

1. The search must be \textit{automated} in some way, so that an expert hand-tuner is not required.

2. The decision of whether a transformation is useful or not must be \textit{empirical}, in that an actual timing measurement on the specific architecture in question is performed, as opposed to the traditional application of transformations using static heuristics or profile counts

3. These methods must have some way to vary/adapt the software being tuned.

With these broad outlines in mind, we lump all such empirical tunings under the acronym AEOS, or Automated Empirical Optimization of Software, and Section 2.1 outlines the requirements of such systems, while Section 2.2 discusses the studied methods of software adaptation.

2.1 Basic AEOS Requirements

The basic requirements for supporting high performance kernel optimization using AEOS methodologies are:
• *Isolation of performance-critical routines:* Just as with traditional libraries, the performance-critical sections of code must be isolated (usually into subroutines, which dictates the need for an standardized API).

• *A method of adapting software to differing environments:* Since AEOS depends on iteratively trying differing ways of performing the performance-critical operation, the author must be able to provide implementations that instantiate a wide range of optimizations. This may be done very simply, for instance by having parameters in a fixed code which, when varied, correspond to differing cache sizes, etc., or it may be done much more generally, for instance by supplying a highly parameterized source generator which can produce an almost infinite number of implementations. No matter how general the adaptation strategy, there will be limitations or built-in assumptions about the required architecture which should be identified in order to estimate the probable boundaries on the code’s flexibility. Section 2.2 discusses software adaptation methods in further detail.

• *Robust, context-sensitive timers:* Since timings are used to select the best code, it becomes very important that these timings be accurate. Since few users can guarantee single-user access, the timers must be robust enough to produce reliable timings even on heavily loaded machines. Furthermore, the timers need to replicate as closely as possible the way in which the given operation will be used. For instance, if the routine will normally be called with cold caches, cache flushing will be required. If the routine will typically be called with a given level of cache preloaded, while others are not, that too should be taken into account. If there is no known machine state, timers allowing for many different states, which the user can vary, should be created.
• *Appropriate search heuristic* The final requirement is a search heuristic which automates the search for the most optimal available implementation. For a simple method of code adaptation, such as supplying a fixed number of hand-tuned implementations, a simple linear search will suffice. However, when using sophisticated source generators with literally hundreds of thousands of ways of doing an operation, a similarly sophisticated search heuristic must be employed in order to prune the search tree as rapidly as possible, so that the optimal cases are both found and found quickly (obviously, few users will tolerate heavily parameterized search times with exponential growth). If the search takes longer than a handful of minutes, it needs to be robust enough to not require a complete restart if hardware or software failure interrupts the original search.

### 2.2 Methods of Software Adaptation

We employ three different methods of software adaptation. The first is widely used in programming in general, and it involves parameterizing characteristics which vary from machine to machine. In linear algebra, the most important of such parameters is probably the blocking factor used in blocked algorithms, which, when varied, varies the data cache utilization. In general, parameterizing as many levels of data cache as the algorithm can support can provide remarkable speedups. With an AEOS approach, such parameters can be compile-time variables, and thus not cause a runtime slowdown. We call this method *parameterized adaptation*.

Not all important architectural variables can be handled by parameterized adaptation (simple examples include instruction cache size, choice of combined or separate multiply and add instructions, length of floating point and fetch pipelines, etc), since varying them actually requires changing the underlying source code. This then brings in the need for the second method of software adaptation, *source code*
adaptation, which involves actually generating differing implementations of the same operation.

There are at least two different ways to do source code adaptation. Perhaps the simplest approach is for the designer to supply various hand-tuned implementations, and then the search heuristic may be as simple as trying each implementation in turn until the best is found. At first glance, one might suspect that supplying these multiple implementations would make even this approach to source code adaptation much more difficult than the traditional hand-tuning of libraries. However, traditional hand-tuning is not just the mere application of known techniques it may appear when examined casually. Knowing the size and properties of your level 1 cache is not sufficient to choose the best blocking factor, for instance, as this depends on a host of interlocking factors which defy often a priori understanding in the real world. Therefore, it is common in hand-tuned optimizations to utilize the known characteristics of the machine to narrow the search, but then the programmer writes various implementations and chooses the best.

For the simplest AEOS implementation, this process remains the same, but the programmer adds a search and timing layer to accomplish what would otherwise be done by hand. In the simplest cases, the time to write this layer may not be much if any more than the time the implementer would have spent doing the same process in a less formal way by hand, while at the same time capturing at least some of the flexibility inherent in AEOS-centric design. We will refer to this source code adaptation technique as multiple implementation. Due to its obvious simplicity, this method is highly parallelizable, in the sense that multiple authors can meaningfully contribute without having to understand the entire package. In particular, various specialists on given architectures can provide hand-tuned routines without needing to understand other architectures, the higher level codes (e.g. timers, search heuristics, higher-level routine which utilize these basic kernels, etc). This makes multiple
implementation a very good approach if the user base is large and skilled enough to support an open source initiative along the lines of, for example, Linux.

The second method of source code adaptation is *source generation*. In source generation, a source generator (i.e., a program that writes other programs) is produced. This source generator takes as parameters the various source code adaptations to be made. As before, simple examples include instruction cache size, choice of combined or separate multiply and add instructions, length of floating point and fetch pipelines, and so on. Depending on the parameters, the source generator produces a routine with the requisite characteristics. The great strength of source generators is their ultimate flexibility, which can allow for far greater tunings than could be produced by all but the best hand-coders. However, generator complexity tends to go up along with flexibility, so that these programs rapidly become almost insurmountable barriers to outside contribution.

In our own past efforts, we have therefore combined these two methods of source adaptation, where a kernel-specific source generator is provided for maximal architectural portability. Multiple implementation is utilized to encourage outside contribution, and allows for extreme architectural specialization via assembly implementations.

Source generators that generate high-level (and thus portable) languages such as FORTRAN or ANSI C (as opposed to low-level and non-portable languages such as assembly) have the advantage of being able to optimize a given operation for any architecture which possesses the requisite compiler. However, such source generators are specific to the kernel being tuned, and thus we can say they are *architecture/platform independent*, but *routine/operation specific*. Multiple implementation is obviously routine specific as well, and is architecture dependent (assembly) or independent (high level languages) depending on the implementation language.

Therefore, our past efforts have resulted in a AEOS-enabled library that is largely platform independent, but operation specific. In our iFKO work, we generalize these
techniques using a third method of software adaptation, which will be more platform specific, but routine independent. In addition, to augment our present strengths, we believe it is important have a mechanism to exploit particular architectural features not necessarily available in high level languages such as ANSI C. This was accomplished using an iterative and empirical compiler, hereafter shortened to empirical compiler.

2.2.1 Summary of Software Adaptation Methods

In summary, we use three tools in order to perform the required software adaptation (we hereafter treat multiple implementation and source generation as separate techniques, even though they are sub-classes of source code adaptation), and their strengths and weaknesses are summarized in Table 2.1. All three of these methodologies can be further augmented by parameterized adaptation.

<table>
<thead>
<tr>
<th>ADAPTATION METHOD</th>
<th>PLATFORM INDEP.</th>
<th>ROUTINE INDEP.</th>
<th>OUTSIDE CONTRIBUTION</th>
<th>AUTOMATIC ADAPTABILITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple Implementation</td>
<td>YES</td>
<td>NO</td>
<td>EASY</td>
<td>LOW</td>
</tr>
<tr>
<td>Source Generator</td>
<td>YES</td>
<td>NO</td>
<td>DIFFICULT</td>
<td>HIGH</td>
</tr>
<tr>
<td>Empirical Compiler</td>
<td>NO</td>
<td>YES</td>
<td>DIFFICULT</td>
<td>INTERMEDIATE</td>
</tr>
</tbody>
</table>

We have previously discussed all of the columns of this table except the last, automatic adaptability. This column gives an indication on how likely the method is to provide good performance as the package is moved to differing architectures. Multiple implementation has the lowest adaptability, since users rarely write implementations for architectures they are not using. There is still some adaptability, and the closer the new architecture is to one of the ones previously seen, the better
multiple implementation will perform. However, multiple implementation is very likely to provide poor performance in the face of fundamental architectural change. In contrast, a general source generator, which can be built to be very flexible indeed, is very likely to be able to adapt to all but the most extreme changes in architecture.

The empirical compiler is given an intermediate adaptability rating. In order to use the full capabilities of the compiler, the backend must be ported, which is an obvious constraint on adaptability. More specifically, an empirical compiler should adapt well to varying architectures that implement a given ISA (i.e., it delivers persistent optimization), but the backend must be ported to all ISAs of interest in order to adapt to varying ISAs.

This table also provides the basis for understanding why all three mechanisms are desirable. The source generator is the most flexible in overall adaptability, multiple implementation allows for outside contribution and hand tuning, and an empirical compiler provides the opportunity to tune a wider array of kernels.

Because an automated search can try many more techniques than even the most motivated hand-tuner, we believe iFKO will ultimately make hand-tuning on supported platforms unnecessary. While iFKO's transformation palette is incomplete, however, multiple implementation (where iFKO is considered just another compiler) can be used to provide so-far unsupported optimizations. Further, multiple implementation provides an easy way to quickly try various optimization strategies, in order to find transformations worth adding to iFKO.
CHAPTER 3

FOUNDATIONAL WORK – ATLAS

ATLAS is the project from which our current understanding of AEOS methodologies grew, and now provides a test bed for their further development and testing. The initial goal of ATLAS was to provide a portably efficient implementation of the BLAS[12, 13, 14, 15, 16]. ATLAS now provides at least some level of support for all of the BLAS, and the first tentative extensions beyond this one API have been taken (for example, the most recent ATLAS release contained some higher level routines from the LAPACK [17] API). Since the BLAS represent the kernels which are empirically tuned, this paper will concentrate on ATLAS’s BLAS support.

The BLAS (Basic Linear Algebra Subroutines) are building block routines for performing basic vector and matrix operations. The BLAS are divided into three levels: Level 1 BLAS do vector-vector operations, Level 2 BLAS do matrix-vector operations, and the Level 3 BLAS do matrix-matrix operations. The performance gains from optimized implementations is strongly affected by the level of the BLAS.

In the Level 1 BLAS, no memory reuse is possible, and therefore many Level 1 BLAS are completely memory-bound if they do not operate on in-cache data. For some Level 1 BLAS, prefetch and related techniques can still produce impressive speedups; however, some operations are so memory-bound that the bus is always saturated regardless of prefetch arrangements, so that out-of-cache speedups are essentially unrealizable. Even in these routines, however, it is important to perform all applicable computational optimizations, as inadequate computational optimization may cause additional delay in issuing the critical fetch operations.
In the Level 2 BLAS, memory blocking can allow for reuse of the vector operands, but not, in general, of the matrix operand (the exception is that some matrix types, for instance symmetric or Hermitian, can effectively use each matrix operand twice). Reducing the vector operands from $O(N^2)$ to $O(N)$ represents considerable savings over naive code, but due to the irreducible matrix costs, the memory load remains of the same order ($O(N^2)$) as the operation count. Therefore, the Level 2 BLAS can enjoy modest speedup (say, roughly in the range of 10-300% for out-of-cache timings), both because memory blocking is effective, and because the loops are complex enough that more compilers begin having problems doing the floating point optimizations automatically.

Finally, the Level 3 BLAS can display orders of magnitude speedups. To simplify greatly, these operations can be blocked such that the natural $O(N^3)$ fetch costs become essentially $O(N^2)$. Further, the triply-nested loops used here are almost always too complex for the compiler to figure out without hints from the programmer (eg, some explicit loop unrolling), and thus the $O(N^3)$ computation cost can be greatly optimized as well.

The following sections discuss our handling of all BLAS levels in ATLAS. Because of the amount of effort required to provide high-quality AEOS software, it becomes critical to find the smallest possible kernels which can be leveraged to supply all required functionality. Thus, each section describes the low level performance kernels, the techniques used to create them, and how these kernels are utilized to produce all required functionality.

3.1 Limits of ATLAS’s Approach

As previously mentioned, any AEOS approach is bound to have some restrictions on its adaptability. ATLAS is no exception, and the following assumptions need to hold true for ATLAS to perform well:
1. *Adequate ANSI C compiler.* ATLAS is written entirely in ANSI/ISO C, with the exception of the FORTRAN 77 interface codes (which are simple wrappers written in ANSI FORTRAN 77, calling the C internals for computation). ATLAS does not require an excellent compiler, since it uses source generation to perform many optimizations typically done by compilers. However, too-aggressive compilers can transform already optimal code into suboptimal code, if flags do not exist to turn off certain compiler optimizations. On the other hand, compilers without the ability to effectively use the underlying ISA (e.g., inability to utilize registers, even when the C code calls for them), will yield poor results as well.

2. *Hierarchical memory.* ATLAS assumes a hierarchical memory is present. Best results will be obtained when both registers and at least an L1 data cache are present.

Of these two, an adequate C compiler is the most important restriction. Even lack of hierarchical memory would at worst turn some of ATLAS’s blocking and register usage into overheads. Even with this handicap, ATLAS’s source adaptation may still yield enough performance to provide an adequate BLAS. If the ANSI C compiler is poor enough, however, this can result in the computational portion of the algorithms being effectively unoptimized. Since the computational optimizations are the dominant cost of a blocked Level 3 BLAS, this can produce extremely poor results. Note that multiple implementation, with its support for assembly as well as ANSI C, can be used to get around even this restriction. If the machine in question does not share an ISA with a previously seen machine, however, we will be back to the familiar problem of having optimization wait on hand-tuning.
3.2 AEOS Tuning for the Level 3 BLAS in ATLAS

All thirty routines of the Level 3 BLAS (for each real data type there are six Level 3 BLAS, and nine routines for each complex data type) can be efficiently implemented given an efficient matrix-matrix multiply (for details on how this is done, [10] discusses ATLAS’s particular implementation, and other approaches are given in [18, 19, 20, 21]). Thus the main performance kernel is general matrix matrix multiply (hereafter shortened to matmul, or the BLAS matmul routine name, GEMM). As subsequent sections show, however, GEMM itself is further narrowed down to an even smaller kernel before source generation takes place.

The BLAS supply a routine GEMM, which performs a general matrix-matrix multiplication of the form $C \leftarrow \alpha op(A)op(B) + \beta C$, where $op(X) = X$ or $XT$. $C$ is an $M \times N$ matrix, and $op(A)$ and $op(B)$ are matrices of size $M \times K$ and $K \times N$, respectively.

In general, the arrays A, B, and C will be too large to fit into cache. Using a block-partitioned algorithm for matrix multiply, it is still possible to arrange for the operations to be performed with data for the most part in cache by dividing the matrix into blocks. For additional details see [22].

Using this BLAS routine, the rest of the Level 3 BLAS can be efficiently supported, so GEMM is the Level 3 BLAS computational kernel. In ATLAS, this BLAS-level GEMM is written as a series of high level codes which use compile- or run-time variables to adapt to cache levels. These high-level codes get most of their adaptation from a lower-level kernel (discussed in Section 3.2.2), which is adapted to the architecture using parameterized adaptation, multiple implementation, and source generation.
3.2.1 Building the General Matrix Multiply from the L1 Cache-contained Multiply

This section describes the non-generated code, whose only variance across platforms come from parameterization. These codes are used to form the BLAS’s general matrix-matrix multiply using a L1 cache-contained matmul (hereafter referred to as the L1 matmul).

Section 3.2.2 describes the L1 matmul and its generator in detail. For our present discussion, it is enough to know that ATLAS has at its disposal highly optimized routines for doing matrix multiplies whose dimensions are chosen such that cache blocking is not required (i.e., the hand-written code discussed in this section deals with cache blocking; the generated code assumes things fit into cache).

When the user calls GEMM, ATLAS must decide whether the problem is large enough to tolerate copying the input matrices $A$ and $B$. If the matrices are large enough to support this $O(N^2)$ overhead, ATLAS will copy $A$ and $B$ into block-major format. ATLAS’s block-major format breaks up the input matrices into contiguous blocks of a fixed size $N_B$, where $N_B$ is chosen as discussed in Section 3.2.2 in order to maximize L1 cache reuse. Once in block-major format, the blocks are contiguous, which eliminates TLB problems, minimizes cache thrashing and maximizes cache line use. It also allows ATLAS to apply alpha (if alpha is not already one) to the smaller of $A$ or $B$, thus minimizing this cost as well. Finally, the package can use the copy to transform the problem to a particular transpose setting, which for load and indexing optimization, is set so $A$ is copied to transposed form, and $B$ is in normal (non-transposed) form. This means our L1-cache contained code is of the form $C \leftarrow A^T B$, $C \leftarrow A^T B + C$, and $C \leftarrow A^T B + \beta C$, where all dimensions, including the non-contiguous stride, are known to be $N_B$. Knowing all of the dimensions of the loops allows for arbitrary unrollings (i.e., if the instruction cache could support it, ATLAS could unroll all loops completely, so that the L1 cache-contained multiply had no loops at all). Further, when the source generator knows the leading dimension
of the matrices (i.e., the row stride), all indexing can be done explicitly, without the need for expensive integer or pointer computations.

If the matrices are too small, the \( O(N^2) \) data copy cost can actually dominate the algorithm cost, even though the computation cost is \( O(N^3) \). For these matrices, ATLAS will call an L1 matmul which operates on non-copied matrices (i.e. directly on the user’s operands). The non-copy L1 matmul will generally not be as efficient as the copy L1 matmul; at this problem size the main performance bottleneck is memory, and so the lack of computational efficiency (mainly due to the additional pointer arithmetic required in order to support the user-supplied leading dimension) will likely only show up on in-cache operations.

The choice of when a copy is dictated and when it is prohibitively expensive is an AEOS parameter; it turns out that this crossover point depends strongly both on the particular architecture, the matmul kernel selected, and the shape of the operands (matrix shape effectively sets limits on which matrix dimensions can enjoy cache reuse). To handle this problem, ATLAS simply compares the speed of the copy and non-copy L1 matmul for variously shaped matrices, varying the problem size until the copying provides a speedup (on some platforms, and with some shapes, this point is never reached). These crossover points are determined at install time, and then used to make this decision at runtime. Because it is the dominant case, this paper describes only the copied matmul algorithm in detail.

There are presently two algorithms for performing the general matrix-matrix multiply. The two algorithms correspond to different orderings of the loops; i.e., is the outer loop over \( M \) (over the rows of \( A \)), and thus the second loop is over \( N \) (over the columns of \( B \)), or is this order reversed. The dimension common to \( A \) and \( B \) (i.e., the \( K \) loop) is currently always the innermost loop.

Let us define the input matrix looped over by the outer loop as the outer or outermost matrix; the other input matrix will therefore be the inner or innermost matrix. Both algorithms have the option of writing the result of the L1 matmul
directly to the matrix, or to an output temporary $\hat{C}$. The advantages to writing to $\hat{C}$ rather than $C$ are:

1. Address alignment may be controlled (i.e., the code can ensure during the malloc that $\hat{C}$ begins on a cache-line boundary).

2. Data is contiguous, eliminating possibility of unnecessary cache-thrashing due to ill-chosen leading dimension (assuming a non-write-through cache).

The disadvantage of using $\hat{C}$ is that an additional write to $C$ is required after the L1 matmul operations have completed. This cost is minimal if GEMM makes many calls to the L1 matmul (each of which writes to either $C$ or $\hat{C}$), but can add significantly to the overhead when this is not the case. In particular, an important application of matrix multiply is the rank-K update, where the write to the output matrix $C$ can be a significant portion of the cost of the algorithm. For the rank-K update, writing to $\hat{C}$ essentially doubles the write cost, which is clearly unacceptable. The routines therefore employ a heuristic to determine if the number of times the L1 matmul will be called in the $K$ loop is large enough to justify using $\hat{C}$, otherwise the answer is written directly to $C$.

Regardless of which matrix is outermost, both algorithms try to allocate enough space to store the $N_B \times N_B$ output temporary, $\hat{C}$ (if needed), 1 panel of the outermost matrix, and the entire inner matrix. If this fails, the algorithms attempt to allocate smaller work arrays, the smallest acceptable workspace being enough space to hold $\hat{C}$, and 1 panel from both $A$ and $B$. The minimum workspace required by these routines is therefore $2KN_B$, if writing directly to $C$, and $N_B^2 + 2KN_B$ if not. If this amount of workspace cannot be allocated, the previously mentioned non-copy code is called instead.

If there is enough space to copy the entire innermost matrix, there are several benefits to doing so:

- Each matrix is copied only one time.
• If all of the workspaces fit into L2 cache, the algorithm enjoys complete L2 reuse on the innermost matrix.

• Data copying is limited to the outermost loop, protecting the inner loops from unneeded cache thrashing.

Of course, even if the allocation succeeds, using too much memory might result in unneeded swapping. Therefore, the user can set a maximal amount of workspace that ATLAS is allowed to have, and ATLAS will not try to copy the innermost matrix if this maximum workspace requirement is exceeded.

If enough space for a copy of the entire innermost matrix is not allocated, the innermost matrix will be entirely copied for each panel of the outermost matrix (i.e., if A is our outermost matrix, ATLAS will copy $B_{M/N_B}$ times). Further, our usable L2 cache is reduced (the copy of a panel of the innermost matrix will take up twice the panel’s size in L2 cache; the same is true of the outermost panel copy, but that will only be seen the first time through the secondary loop).

Regardless of which looping structure or allocation procedure used, the inner loop is always along $K$. Therefore, the operation done in the inner loop by both routines is the same, and it is shown in Figure 3.1.

![Figure 3.1: One step of matrix-matrix multiply](image)

If GEMM is writing to $\hat{C}$, the following actions are performed in order to calculate the $N_B \times N_B$ block $C_{i,j}$, where $i$ and $j$ are in the range $0 \leq i < \lfloor M/N_B \rfloor$, $0 \leq j < \lfloor N/N_B \rfloor$: 
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1. Call L1 matmul of the form $C \leftarrow AB$ to multiply block 0 of the row panel $i$ of $A$ with block 0 of the column panel $j$ of $B$.

2. Call L1 matmul of form $C \leftarrow AB + C$ to multiply block $k$ of the row panel $i$ of $A$ with block $k$ of the column panel $j$ of $B$, $\forall k, 1 \leq k < [K/N_B]$. The L1 matmul is performing the operation $C \leftarrow AB + C$, so as expected this results in multiplying the row panel of $A$ with the column panel of $B$.

3. $\hat{C}$ now holds the product of the row panel of $A$ with the column panel of $B$, so ATLAS now performs the block write-back operation $C_{i,j} \leftarrow \hat{C}_{i,j} + \beta C_{i,j}$.

If ATLAS is writing directly to $C$, this action becomes:

1. Call L1 matmul of the correct form based on user-defined $\beta$ (e.g. if $\beta = -1$, use $C \leftarrow AB - C$) to multiply block 0 of the row panel $i$ of $A$ with block 0 of the column panel $j$ of $B$.

2. Call L1 matmul of form $C \leftarrow AB + C$ to multiply block $k$ of the row panel $i$ of $A$ with block $k$ of the column panel $j$ of $B$, $\forall k, 1 \leq k < [K/N_B]$.

Building from this inner loop, ATLAS has differing loop orderings which provide two algorithms for the full matmul. Figures 3.2 and 3.3 give the pseudo-code for these two algorithms, assuming the write is directly to $C$ (writing to $\hat{C}$ is only trivially different). For simplicity, this pseudo-code skips the cleanup necessary for cases where dimensions do not evenly divide $N_B$. The matrix copies are shown as if coming from the notranspose, notranspose case. If they do not, only the array access on the copy changes.
work = allocate((M+NB)\*K)
if (allocated(work)) then
    PARTIAL_MATRIX = .FALSE.
    copy A into block major format
else
    PARTIAL_MATRIX = .TRUE.
    work = allocate(NB*2*K)
    if (.NOT.allocated(work)) call small_case_code
    return
end if
NBNB = NB * NB
do j = 1, N, NB
    Bwork = ALPHA*B(:,J+NB-1); Bwork in block major format
    do i = 1, M, NB
        if (PARTIAL_MATRIX) Awork = A(i:i+NB-1,:); Awork in block major format
        ON_CHIP_MATMUL(Awork(i:NB*NB), Bwork(1:NB*NB), Bwork(1:NBNB+1:k*NBNB), 1.0, C(i:i+NB-1, j:j+NB-1), ldc)
    end do
end do
end do

Figure 3.2: General matrix multiplication with $A$ as innermost matrix

work = allocate(N\*K + NB\*K)
if (allocated(work)) then
    PARTIAL_MATRIX = .FALSE.
    copy B into block major format
else
    PARTIAL_MATRIX = .TRUE.
    work = allocate(NB*2*K)
    if (.NOT.allocated(work)) call small_case_code
    return
end if
NBNB = NB * NB
do i = 1, M, NB
    Awork = ALPHA*A(i:i+NB-1,:); Awork in block major format
    do j = 1, N, NB
        if (PARTIAL_MATRIX) Bwork = B(:,J+NB-1); Bwork in block major format
        ON_CHIP_MATMUL(Awork(i:NB*NB), Bwork(1:NB*NB), Bwork(1:NBNB+1:k*NBNB), 1.0, C(i:i+NB-1, j:j+NB-1), ldc)
    end do
end do
end do

Figure 3.3: General matrix multiplication with $B$ as innermost matrix
3.2.1.1 Choosing the Correct Looping Structure

When the call to the matrix multiply is made, the routine must decide which loop structure to call (i.e., which matrix to put as outermost). If the matrices are of different size, L2 cache reuse can be encouraged by deciding the looping structure based on the following criteria:

1. If either matrix will fit completely into the usable L2 cache, put it as the innermost matrix (algorithm gets L2 cache reuse on the entire inner matrix).

2. If neither matrix fits completely into L2 cache, put largest matrix as the outermost matrix (algorithm gets L2 cache reuse on the panel of the outer matrix, if it fits in cache, and memory usage is minimized).

The size of the usable L2 cache is not directly known by ATLAS (although the AEOS variable CacheEdge described in Section 3.2.1.2 will often serve the same purpose) and so these criteria are not presently used for this selection. Rather, in order to minimize workspace, and maximize the chance that condition one above occurs, the smallest matrix will always be used as the innermost matrix. If both matrices are the same size, A is selected as the innermost matrix (this implies a better access pattern for C).

3.2.1.2 Blocking for Higher Levels of Cache

Note that this paper defines the Level 1 (L1) cache as the “lowest” level of cache: the one closest to the processor. Subsequent levels are “higher”: further from the processor and thus usually larger and slower. Typically, L1 caches are relatively small (e.g., 8-32KB), employ least recently used replacement policies, have separate data and instruction caches, and are often non-associative and write-through. Higher levels of cache are more often write-back, with varying degrees of associativity, differing replacement polices, and often contain both instruction and data.

ATLAS detects the actual size of the L1 data cache. However, due to the wide variance in high level cache behaviors, in particular the difficulty of determining how
much of such caches are usable after line conflicts and data/instruction partitioning is done, ATLAS does not presently detect and use an explicit Level 2 cache size as such. Rather, ATLAS employs an empirically determined value called $\text{CacheEdge}$, which represents the amount of the cache that is usable by ATLAS for its particular kind of blocking.

Explicit cache blocking for the selected level of cache is only required when the cache size is insufficient to hold the two input panels and the $N_B \times N_B$ piece of $C$. This means that users will have optimal results for many problem sizes without employing $\text{CacheEdge}$. This is expressed formally below. Notice that conditions 1 and 2 below do not require explicit cache blocking, so the user gets this result even if $\text{CacheEdge}$ is not set.

Therefore, the explicit cache blocking strategy discussed in case 4 below assumes that the panels of $A$ and $B$ overflow a particular level of cache. In this case, the problem can be easily partitioned along the $K$ dimension of the input matrices such that the panels of the partitioned matrices $A_p$ and $B_p$ will fit into the cache. This means that we get cache reuse on the input matrices, at the cost of writing $C$ additional times.

It is easily shown that the footprint of the algorithm computing a $N_B \times N_B$ section of $C$ in cache is roughly $2KN_B + N_B^2$, where $2KN_B$ stores the panels from $A$ and $B$, and the section of $C$ is of size $N_B^2$. If the above expression is set equal to $\text{CacheEdge}$, and solved for $K$, it will yield the maximal $K$ (call this quantity $K_m$) which will, assuming the inner matrix was copied up front, allow for reusing the outer matrix panel $N/N_B$ times. This partitioning transforms the original matrix multiply into $\lceil K/K_m \rceil$ rank-$K_m$ updates.

Since the correct value of $\text{CacheEdge}$ is not known a priori, ATLAS empirically determines it at install time by using large matrices (whose panel sizes can be expected to overflow the cache, and thus bring up the need for explicit, rather than implicit, L2 or higher blocking), and simply trying various settings. Extremely large
caches will probably not be detected in this manner (i.e., if the user cannot allocate enough memory to cause a panel to overflow the cache, the large cache will not be detected), and some higher-level caches provide relatively small benefits and so may not be detected, in which case CacheEdge is set to a 4 MB (this is large enough not to depress performance even for very large problems on systems without L2 caches, and it results in less memory usage).

Assuming that matrix A is the innermost matrix, and we are discussing cache level $L$, of size $S_L$, and that main memory is classified as a level of “cache” greater than $L$, there are four possible states (depending on cache and problem size, and whether CacheEdge is set) which ATLAS may be in. These states and their associated memory access costs are:

1. If the entire inner matrix, a panel of the outer matrix, and the $N_B \times N_B$ section of $C$ fits into the cache (e.g., $MK + KN_B + N_B^2 \leq S_L$):
   - $K(M + N) + MN$ reads (of A, B and C, respectively) from higher level(s) cache
   - $\frac{MNK}{N_B}$ writes to first level of non-write-through cache; higher levels of cache receive only the final $MN$ writes

2. If the cache cannot satisfy the memory requirements of 1, it may still be large enough to accommodate the two active input panels, along with the relevant section of $C$
   (e.g., $(2KN_B + N_B^2 \leq S_L$ AND ATLAS copies the entire inner matrix)
   OR $(3KN_B + N_B^2 \leq S_L$ AND ATLAS copies a panel of the inner matrix in the inner loop, thus doubling the inner panel’s footprint in the cache)):
   - $NK + \frac{MNK}{N_B} + MN$ reads (B, A and C, respectively) from higher level(s) of cache
• \( \frac{M N K}{N_B} \) writes to first level of non-write-through cache; higher levels of cache receive only the final \( MN \) writes

3. If the cache is too small for either of the previous cases to hold true, (e.g., \( 2K N_B + N_B^2 > S_L \)) and \texttt{CacheEdge} is not set, and thus no explicit level \( L \) blocking is done, the memory access becomes:

• \( \frac{2M N K}{N_B} + MN \) reads (A, B, and C) from higher level(s) of cache

• \( \frac{M N K}{N_B} \) writes to first level of non-write-through cache; higher levels of cache receive only the final \( MN \) writes

4. Finally, if the first two cases do not apply (e.g., \( 2K N_B + N_B^2 > S_L \)), but \texttt{CacheEdge} is set to \( S_L \), ATLAS can perform cache blocking to change the memory access from that given in 3 to:

• \( NK + \frac{M N K}{N_B} + \frac{M N K}{K_m} \) (B, A, C) reads from higher level(s) of cache

• \( \frac{M N K}{N_B} \) writes to first level of non-write-through cache; higher levels of cache receive at most \( \frac{M N K}{K_m} \) writes

As mentioned above, case 4 is only used if \texttt{CacheEdge} has been set, and cases 1 and 2 do not apply (i.e., it is used as an alternative to case 3). At first glance changing case 3 to 4 may appear to be a poor bargain indeed, particularly since writes are generally more expensive than reads. There are, however, several mitigating factors that make this blocking nonetheless worthwhile. If the cache is write-through, case 4 does not increase writes over case 3, so it is a clear win. Second, ATLAS also does not allow \( K_m < N_B \), and in many cases \( K_m \gg N_B \), so the savings are well worth having. With respect to the expense of writes, the writes are not flushed immediately; This fact has two important consequences:

1. The cache can schedule the write-back during times when the algorithm is not using the bus.
2. Writes may be written in large bursts, which significantly reduces bus traffic; this can tremendously optimize writing on some systems.

In practice, case 4 has been shown to be at least roughly as good as case 3 on all platforms. The amount of actual speedup varies widely depending on problem size and architecture. On some systems the speedup is negligible; on others it can be significant: for instance, it can make up to 20% difference on DEC 21164 based systems (which have three layers of cache). Note that this 20% improvement is merely the difference between cases 3 and 4, not between ATLAS and some naive implementation, for instance.

The analysis given above may be applied to any cache level greater than 1; it is not for level 2 caches only. However, this analysis is accurate only for the algorithm used by ATLAS in a particular section of code, so it is not possible to recur in order to perform explicit cache blocking for arbitrary levels of cache. To put this another way, ATLAS explicitly blocks for L1, and only one other higher level cache. If an architecture has 3 levels of cache, ATLAS can explicitly block for L1 and L2, or L1 and L3, but not all three.

If ATLAS performs explicit cache blocking for level L, that does not mean that level L + 1 would be useless; depending on cache size and replacement policy, level L + 1 may still save extra read and writes to main memory through implicit cache blocking.

3.2.2 L1 Cache-contained Matmul

The only source generator required to support the Level 3 BLAS produces a L1 cache-contained matmul. The operation supported by the kernel is still: $C \leftarrow \alpha op(A) op(B) + \beta C$, where $op(X) = X$ or $X^T$. $C$ is an $M \times N$ matrix, and $op(A)$ and $op(B)$ are matrices of size $M \times K$ and $K \times N$, respectively. However, by L1 cache-contained we mean that the dimensions of its operands have been chosen such
that Level 1 cache reuse is maximized (see below for more details). Therefore, the generated code blocks for the L1 cache using the dimensions of its operand matrices (M, N, and K), which, when not in the cleanup section of the algorithm, are all known to be $N_B$.

In a multiply designed for L1 cache reuse, one of the input matrices is brought completely into the L1 cache, and is then reused in looping over the rows or columns of the other input matrix. The present code brings in the matrix $A$, and loops over the columns of $B$; this was an arbitrary choice, and there is no theoretical reason it would be superior to bringing in $B$ and looping over the rows of $A$.

There is a common misconception that cache reuse is optimized when both input matrices, or all three matrices, fit into L1 cache. In fact, the only win in fitting all three matrices into L1 cache is that it is possible, assuming the cache is write-back, to save the cost of pushing previously used sections of $C$ back to higher levels of memory. Often, however, the L1 cache is write-through, while higher levels are not. If this is the case, there is no way to minimize the write cost, so keeping all three matrices in L1 does not result in greater cache reuse.

Therefore, ignoring the write cost, maximal cache reuse for our case is achieved when all of $A$ fits into cache, with room for at least two columns of $B$ and 1 cache line of $C$. Only one column of $B$ is actually accessed at a time in this scenario; having enough storage for two columns assures that the old column will be the least recently used data when the cache overflows, thus making certain that all of $A$ is kept in place (this obviously assumes the cache replacement policy is least recently used).

While cache reuse can account for a great amount of the overall performance win, it is obviously not the only factor. For the L1 matmul, other relevant factors are:

- instruction cache overflow
- floating point instruction ordering
- loop overhead
• exposure of possible parallelism

• the number of outstanding cache misses the hardware can handle before execution is blocked

3.2.2.1 Instruction Cache Overflow

Instructions are cached, and it is therefore important to fit the L1 matmul’s instructions into the L1 instruction cache. This means optimizations that generate massive amounts of instruction bloat (completely unrolling all three loops, for instance) cannot be employed.

3.2.2.2 Floating Point Instruction Ordering

When this paper discusses floating point instruction ordering, it will usually be in reference to software pipelining. Most modern architectures possess pipelined floating point units. This means that the results of an operation will not be available for use until $X$ cycles later, where $X$ is the number of stages in the floating point pipe (typically somewhere around 3-8). Remember that our L1 matmul is of the form $C \leftarrow A^TB + C$; individual statements would then naturally be some variant of $C[X] += A[Y] \times B[Z]$. If the architecture does not possess a fused multiply/add unit, this can cause an unnecessary execution stall. The operation $\text{register} = A[Y] \times B[Z]$ is issued to the floating point unit, and the add cannot be started until the result of this computation is available, $X$ cycles later. Since the add operation is not started until the multiply finishes, the floating point pipe is not utilized.

The solution is to remove this dependence by separating the multiply and add, and issuing unrelated instructions between them (requiring the loop to be skewed, since the multiply must now be issued $X$ cycles before the add, which comes $X$ cycles before the store). This reordering of operations can be done in hardware (out-of-order execution) or by the compiler, but this will oftentimes generate code
that is not as efficient as doing it explicitly. More importantly, not all platforms have this capability (for example, gcc on a Pentium), and in this case the performance win can be large.

3.2.2.3 Reducing Loop Overhead

The primary method of reducing loop overhead is through loop unrolling. If it is desirable to reduce loop overhead without changing the order of computations, one must unroll the loop over the dimension common to $A$ and $B$ (i.e., unroll the $K$ loop). Outer loop unrolling, with its associated duplication of the inner loop results in very little overhead reduction unless it is combined with fusing the replicated innermost loops. This technique is known as unroll-and-jam [23], and it changes the memory reference pattern (and provides much greater opportunity for register blocking).

3.2.2.4 Exposing Parallelism

Many modern architectures have multiple floating point units. There are two barriers to achieving perfect parallel speedup with floating point computations in such a case. The first is a hardware limitation, and therefore out of our hands: All of the floating point units will need to access memory, and thus, for perfect parallel speedup, the memory fetch will usually also need to operate in parallel.

The second prerequisite is that the compiler recognize opportunities for parallelization, and this is amenable to software control. The fix for this is the classical one employed in such cases, namely through unrolling the $M$ and/or $N$ loops, and choosing the correct register allocation (using scalar replacement and scalar expansion [24]) so that parallel operations are not constrained by false dependencies.

3.2.2.5 Finding the Correct Number of Cache Misses

Any operand that is not already in a register must be fetched from memory. If that operand is not in the L1 cache, it must be fetched from further up in the memory hierarchy, possibly resulting in large delays in execution. The number of
cache misses which can be issued simultaneously without blocking execution varies between architectures. To minimize memory costs, the maximal number of cache misses should be issued each cycle, until all memory is in cache or used. In theory, one can permute the matrix multiply to ensure that this is true. In practice, this fine a level of control would be difficult to ensure (there would be problems with overflowing the instruction cache, and the generation of such a precise instruction sequence, for instance). So the method ATLAS uses to control the cache-hit ratio is the more classical one of M and N loop unrolling.

3.2.2.6 Source Generator Parameters

The source generator is heavily parameterized in order to allow for flexibility in all of the areas. In particular, the options are:

- Support for $A$ and/or $B$ being either standard form, or stored in transposed form

- Register blocking of “outer product” form (the most optimal form of matmul register blocking). Varying the register blocking parameters provides many different implementations of matmul. The register blocking parameters are:

  - $a_r$: registers used for elements of $A$,
  - $b_r$: registers used for elements of $B$

Outer product register blocking then implies that $a_r \times b_r$ registers are then used to block the elements of $C$. Thus, if $N_r$ is the maximal number of registers discovered during the floating point unit probe, the search needs to try all $a_r$ and $b_r$ that satisfy $a_r b_r + a_r + b_r \leq N_r$.

- Loop unrollings: There are three loops involved in matmul, one over each of the provided dimensions ($M$, $N$ and $K$), each of which can have its associated unrolling factor ($m_u, n_u, k_u$). The $M$ and $N$ unrolling factors are restricted to
varying with the associated register blocking \((a_r \text{ and } b_r, \text{ respectively})\), but the

K-loop may be unrolled to any depth \(i.e., \text{ once } a_r \text{ is selected, } m_u \text{ is set as well, but } k_u \text{ is an independent variable})\).

- **Choice of floating point instruction:**

  - combined multiply/add with associated scalar expansion

  - separate multiply and add instructions, with associated software pipelining and scalar expansion

- **User choice of utilizing generation-time constant or run-time variables for all loop dimensions \((M, N, \text{ and } K; \text{ for non-cleanup copy L1 matmul, } M = N = K = N_B)\). For each dimension that is known at generation, the following optimizations are made:

  - If unrolling meets or exceeds the dimension, no actual loop is generated (no need for loop if fully unrolled).

  - If unrolling is greater than one, correct cleanup can be generated without using an if (thus avoiding branching within the loop).

Even if a given dimension is a run-time variable, generator can be told to assume particular, no, or general-case cleanup for arbitrary unrolling.

- For each operand array, the leading dimension can be a run-time variable or a generation-time constant \(i.e., \text{ it is known to be } N_B \text{ for copied L1 matmul} \), with associated savings in indexing computations

- For each operand array, the leading dimension can have a stride \(i.e., \text{ stride of 1 is most common, but stride of 2 can be used to support complex arithmetic})\.

- The generator can eliminate unnecessary arithmetic by generating code with special alpha \((1, -1, \text{ and variable})\) and beta \((0, 1, -1, \text{ and variable})\) cases. In
addition, there is a special case for when alpha and beta are both variables, but it is safe to divide beta by alpha (this can save multiple applications of alpha).

- Various fetch patterns for loading A and B registers

### 3.2.2.7 Putting It All Together – Outline of the Search Heuristic

It is obvious that with this many interacting effects, it would be difficult, if not impossible to predict a priori the best blocking factor, loop unrolling etc. ATLAS’s matmul kernel search is outlined in Figure 3.4.
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**Figure 3.4: ATLAS’s empirical search for the Level 3 BLAS**

Our master search first calls the generator search, which uses a heuristic to probe the essentially infinite optimization space allowed by the source generator, and returns the parameters (eg., blocking factor, unrollings, etc) of the best case found. The master search then calls the multiple implementation search, which
simply times each hand-written matmul kernel in turn, returning the best. The best performing (generated, hand-tuned) kernel is then taken as our system-specific L1 cache-contained kernel.

Both multiple implementation and generator searches pass the requisite kernel through a timing step, where the kernel is linked with a AEOS-quality timer, and executed on the actual hardware. Once the search completes, the chosen kernel is then tested to ensure it is giving correct results, as a simple sanity test to catch errors in compilation or kernels.

For both searches, our approach takes in some initial information such as L1 cache size, types of instructions available, types of assembly supported, etc., to allow for an up-front winnowing of the search space. The timers are structured so that operations have a large granularity, leading to fairly repeatable results even on non-dedicated machines. All results are stored in files, so that subsequent searches will not repeat the same experiments, allowing searches to build on previously obtained data. This also means that if a search is interrupted (for instance due to a machine failure), previously run cases will not need to be re-timed. A typical install takes from 1 to 2 hours for each precision.

During installation, ATLAS runs some tests to determine what assembly dialect(s) an architecture supports. This information is then used during the multiple implementation search to avoid long error reports as contributed assembly kernels fail to compile on unsupported platforms.

The first step of the master search probes for the size of the L1 cache. This is done by performing a fixed number of memory references, while successively reducing the amount of memory addressed. The most significant gap between timings for successive memory sizes is declared to mark the L1 cache boundary. For speed, only powers of 2 are examined. This means that a 48K cache would probably be detected as a 32K cache, for instance. We have not found this problem severe enough to justify
the additional installation time it would take to remedy it. With this information, both searches have a good bound on the blocking factors to try.

Next, ATLAS probes to determine information regarding the floating point units of the platform. First ATLAS needs to understand whether the architecture possesses a combined muladd unit, or if independent multiply and add pipes are required. To do this, ATLAS generates simple register-to-register code which performs the required multiply-add using a combined muladd and separate multiply and add pipes. Both variants are tried using code which implies various pipeline lengths. ATLAS then replicates the best of these codes in such a way that increasing numbers of independent registers are required, until performance drops off sufficiently to demonstrate that the available floating point registers have been exceeded. With this data in hand, ATLAS is ready to begin actual L1 matmul timings.

Further details on the multiple implementation and generator searches are provided in the following sections. When both searches are completed, the master search designates the fastest of these two kernels (generated and hand-written) as the architecture-specific kernel for the target machine.

3.2.2.8 Source Generator Search

The general timings done by the master search provide the generator search with the L1 cache size, the kind of instructions to issue (MAC or separate multiply and add), the pipeline depth (for software pipelining and associated scalar expansion) and a rough estimate of the number of available floating point registers. This information may then be used as constraints on the search space.

The size of the L1 cache provides the search with an upper bound on the blocking factors to examine. Knowing the type of floating point instruction the underlying hardware needs cuts the cases to be searched in half, while the maximum number of registers implies what register blockings are feasible, which in turn dictates the \( M \) and/or \( N \) loop unrollings to perform. The pipeline length provides an upper bound on
the amount of software pipelining and associated scalar expansion to perform. Thus, the matmul search (and indeed many other searches) is shortened considerably by doing these general architecture probes.

In practice, K loop unrollings of 1 or K have tended to produce the best results. Thus ATLAS times only these two K loop unrolling during our initial search. This is done to reduce the length of install time. At the end of the install process, ATLAS attempts to ensure optimal K unrollings have not been missed by trying a wide range of K loop unrolling factors with the best case code generated for the unrollings factors of 1 or K.

The theoretically optimal register blocking in terms of maximizing flops/load are the near-square cases that satisfy the aforementioned equation $a_r b_r + a_r + b_r \leq N_r$ (see Section 3.2.2.6 for details). Since the ATLAS generator requires that $a_r = m_u$ and $b_r = n_u$, these M and N loop unrollings are then used to find an initial blocking factor. The initial blocking factor is found by simply using the above discussed loop unrollings, and seeing which of the blocking factors appropriate to the detected L1 cache size produce the best result.

With this initial blocking factor, which instructions set to use (muladd or separate multiply and add), and a guess as to pipeline length, the search routine loops over all M and N loop unrollings possible with the given number of registers. Once an optimal unrolling has been found, ATLAS again tries all blocking factors, and various latency and K-loop unrolling factors, and chooses the best.

3.2.2.9 Multiple Implementation Search

After the generated search is found, we perform a linear search on the available hand-tuned matmul routines. Many of these routines allow the blocking factor to be compile- or run-time constants, and so to reduce the search time, blocking factors as near as possible to the one chosen by the generator search will be used (hand-written matmul routines which take variable blocking factors are allowed to restrict the range
and multiples of the blocking factor, so in these cases we choose the blocking factor closest to that found in the generator search). When the best case is discovered, if it allows for multiple blocking factors, the entire $N_B$ search space is checked with the specific kernel, to ensure that the hand-written code is using its best blocking factor.

3.2.3 ATLAS performance

Figure 3.5 shows the performance of double precision matrix multiply of order 500 across multiple architectures. These timings are now a couple of years old, but spot timings on various architectures has shown that the overall trend is unchanged. The matrix size of 500 is simply a midrange problem size with no particular special properties; it is not the best problem size in terms of ATLAS performance. As ATLAS is not the main focus of this dissertation, we omit more complete timing results (see [7, 8, 10] for more in-depth timings).

This graph compares performance of ATLAS, vendor, and the Fortran 77 reference BLAS. The reference BLAS are naive implementations of the standard, written in the most straightforward way possible and therefore are not optimized for any particular platform. The vendor BLAS are libraries supplied by individual hardware vendors, and can be taken to represent the apex of hand-optimization for a given platform. Not all platforms possess vendor-supplied BLAS (eg., AMD Athlon), and on these platforms ATLAS can only be compared to the reference BLAS.

The first thing to notice here is the large performance gap between the reference implementations and the tuned codes. For instance, on the Athlon platform, we see that there is currently no vendor-supplied BLAS, and that the reference BLAS run more than fifteen times slower than the ATLAS code. This gap may help supply an intuitive idea of the importance of optimized libraries to scientific computing.

The next point of interest is the consistency of ATLAS's performance across all of these architectures. On some platforms ATLAS is somewhat faster than the vendor, and on others ATLAS loses somewhat, but it is competitive everywhere, and in all
cases, we see order-of-magnitude speedups over code that relies completely on the compiler for optimization. This is all the more impressive when one considers that a vendor library may have a history almost as long as that of the company, while ATLAS tunes itself in only a couple of hours.
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**Figure 3.5:** Performance of double precision matrix multiply across various architectures

### 3.3 AEOS Framework for the Level 1 and 2 BLAS in ATLAS

ATLAS presently uses multiple implementation (augmented by parameterization) to tune both the Level 1 and Level 2 BLAS. Therefore Figure 3.6 shows the search framework for both the Level 1 and Level 2 BLAS levels.

We give a brief overview of the details of tuning each level in turn below.

### 3.4 Optimizing the Level 2 BLAS

The Level 2 BLAS perform matrix-vector operations of various sorts. All routines have at most one matrix operand, and one or two vector operands. In order to concentrate on the iFKO work, space considerations rule out covering ATLAS’s Level 2 BLAS implementation in any real detail. Therefore, this section will explain the theoretical underpinnings of all Level 2 optimizations: the basic memory access
Figure 3.6: Present ATLAS empirical search for the Level 1 & 2 BLAS techniques that allowing the vector operand(s) main memory access to be reduced from $O(N^2)$ to $O(N)$. We then describe, in the broadest possible strokes, how these and other optimizations are used by ATLAS.

3.4.1 Register and Cache Blocking for the Level 2 BLAS

If no register or cache blocking were done, the Level 2 operations would require $O(N^2)$ data access on each operand. With the appropriate register and cache blocking, the vector operands’ access can be reduced to $O(N)$. Obviously enough, the $O(N^2)$ matrix access cannot be reduced, since the matrix is actually of size $O(N^2)$.

To understand this in detail, we look at the matrix vector multiply operation. In the BLAS, the matrix-vector multiply routine performs $y \leftarrow \alpha \text{op}(A)x + \beta y$, where $\text{op}(A) = A, A^H$ or $A^T$ and $A$ has $M$ rows and $N$ columns. For our discussion, it is enough to examine the case $y \leftarrow Ax + y$, where $A$ is a square matrix of size $N$.  
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This operation may be summarized as \( \sum_{i=1}^{N} (y_k = \sum_{j=1}^{N} A_{ij} x_j + y_i) \). From this equation it is clear that calculating an element of \( y \) requires reading the entire \( N \)-length vector \( x \), reading and writing the \( i \)th element of \( y \) \( N \) times, and reading the entire \( N \) length row \( i \) of the matrix \( A \). Since there are \( N \) elements of \( y \), it follows that this algorithm requires \( N^2 \) reads of \( A \), \( N^2 \) reads of \( x \), \( N^2 \) reads and \( N^2 \) writes of \( y \). Just as with the Level 3 operations, the number of references cannot be changed without changing the definition of the operation, but by using appropriate cache and register blockings, the number of the references that must be satisfied out of main memory or higher levels of cache can be drastically reduced.

The minimum number of main memory references required to do this operation results in accessing each element from main memory only once, which reduces the accesses from \( (3N^2 \text{ reads} + N^2 \text{ writes}) \) to \( (N^2 + N \text{ reads} + N \text{ writes}) \).

As an interesting aside, even this trivial analysis is sufficient to understand the large performance advantage enjoyed by the Level 3 over the Level 2 BLAS routines. All Level 2 BLAS require \( O(N^2) \) FLOPs (Floating Point Operations); a completely optimal implementation can at best reduce the number of main memory accesses to the same order, \( O(N^2) \). The Level 3 BLAS, in contrast, require \( O(N^3) \) FLOPs, but can reduce the number of main memory accesses to a lower order term, \( O(N^2) \). Since most modern machines have relatively slow memory when compared to their peak FLOP rate, this analysis dictates that Level 3 BLAS will achieve a much higher percentage of the peak FLOP rate than the Level 2 BLAS.

Getting back to Level 2 BLAS, we now examine the register and cache blocking, which are used in order to reduce the vector accesses.

### 3.4.1.1 Register Blocking

Registers are scalars which are directly accessed by the floating point unit. In a way, registers thus correspond to a “Level 0” cache. Given an infinite number of registers, only one main memory access per element would be required for all
operations. Unfortunately, the number of user-addressable floating point registers available in most ISAs typically varies between 8 and 32, and thus all but the most trivial operations will overflow the registers.

For this reason, register blocking alone can reduce either the $y$ or $x$ access term from $O(N^2)$, to $O(N)$, but not both. This is easily seen using the simplified GEMV operation introduced in the previous section. The basic algorithm required to reduce the accesses of $y$ to $O(N)$ is most easily shown in the following pseudo-code:

\[
\text{do } I = 1, N \\
\quad r = y(I) \\
\quad \text{do } J = 1, N \\
\quad\quad r += A(I,J) \times x(J) \\
\quad\text{end do} \\
\text{end do}
\]

This is an “inner product” or dot product-based matrix vector multiply. If we unroll the $I$ loop and use $R_y$ registers to hold the elements of $y$, we can reduce the $N^2$ accesses of $x$ to $\frac{N^2}{R_y}$, by using a register to reuse the element $x(J)$ $R_y$ times for each load.

Unrolling the loop like this essentially creates a hybrid algorithm, in the sense that the $R_y y$ access constitute a small outer product. However, since registers cannot hold both $y$ and $x$ throughout the algorithm, one or the other must be flushed as the loop progresses (thus necessitating multiple loads to registers), and since we drop the value of $x$ and maintain $y$ in the registers, this “hybrid” algorithm is still essentially inner product.
Reducing the $x$ component to $O(N)$ accesses requires the “outer product” or AXPY-based (AXPY being a Level 1 BLAS routine performing the operation $y \leftarrow \alpha x + y$) version of GEMV:

\[
\begin{align*}
&\text{do } J = 1, N \\
&\quad r = x(J) \\
&\text{do } I = 1, N \\
&\quad y(I) \leftarrow A(I, J) \times r \\
&\text{end do}
\end{align*}
\]

This gives us $N$ read accesses on $x$, and, just as with the inner product, unrolling the $J$ loop and using $R_x$ registers to hold the elements of $x$, we can reduce the accesses of $y$ to $\frac{N^2}{R_x}$ reads and writes, by using an additional register to reuse $y(I)$ $R_x$ times.

Therefore, strictly for register blocking purposes, the inner product formulation is superior to the outer product: the total number of reads of both formulations is $O(N^2) + O(N)$, but the number of writes is $O(N)$ for inner product, but $O(N^2)$ for outer product. In practice, when array columns are stored contiguously, a heavily unrolled AXPY-based algorithm may in fact be used, since it better utilizes hardware prefetch, cache line fetch, TLB access, etc. As mentioned before, however, such details are beyond the scope of this paper, so we will assume the register blocking used will be inner product formulation.

As another practical note, the number of registers available for doing multiple AXPYS or dot products is severely limited, even beyond the 8 or 32 ISA (instruction set architecture) limit. In the inner product formulation, where $R_y$ registers are used to form the $R_y$ simultaneous dot products, at least two registers must be available for loading elements of $x$ and $A$. Further registers will be used in order to support software pipelining and fetch scheduling. Large unrollings also mean accessing many more memory locations simultaneously, which can swamp the memory fetch capabilities of the architecture. This means that $R_y$ is usually kept to a relatively small number (typically in the range of $2 - 8$).
In summation, register blocking reduces one vector access to $O(N)$ cost; the vector usually chosen for this reduction is the output vector (i.e., an inner product type register block), due to its higher cost. In order to reduce the remaining vector to $O(N)$, we must apply cache blocking.

While it is tempting to regard register blocking as a special case of cache blocking, their implementations are fundamentally different. As we will see, cache blocking can be easily accomplished simply by parameterizing the relevant code, so that properly blocked sections of the operands are accessed. Register blocking, as this section has demonstrated, relies on source adaptation, since varying it requires changing the loop order, number of registers, loop unrollings, etc., all of which change the code in ways that cannot be supported via simple parameterization.

3.4.1.2 Cache Blocking

As previously discussed, register blocking has reduced the access of $y$ to $O(N)$, leaving the $x$ access at $O(N^2)$. Therefore, loading $x$ to registers $O(N^2)$ times cannot be avoided. However, the optimal algorithm will guarantee that main memory satisfies only $O(N)$ of these requests, leaving lower levels of cache to satisfy the rest.

Again, GEMV can be used to better understand this idea. The register block is doing $R_y$ simultaneous dot products, so that the $y$ access is $N$ reads and $N$ writes, while the $x$ fetch to registers is $\frac{x^2}{R_y}$. Since $x$ is reused in forming each successive dot product, $x$ is a candidate for cache reuse. It is easily seen that forming $R_y$ dot products accesses $R_y$ elements of $y$, all $N$ elements of $x$, and $R_y \times N$ elements of $A$. Thus the footprint in cache of one step of this algorithm is roughly $R_y + N + R_y N$.

Therefore, we can effectively guarantee L1 cache reuse by partitioning the original problem so that the footprint in cache is small enough that the relevant portion of $x$ is not flushed between successive sets of dot products. Therefore, the correct blocking for $x$ may be determined by solving an equation, whose simplified expression would
be: $R_y + N_p + R_y N_p = S_1 \Rightarrow N_p = \frac{S_1 - R_y}{R_y + 1}$, where $S_1$ is the size, in elements, of the Level 1 cache, and $N_p$ is the partitioning of $x$ for which we are solving.

In practice, this equation is more complicated: some memory unrelated to the algorithm will always be in cache, there will be problems associated with cache line conflicts, etc. In addition, the equation needs to be adapted to the underlying register blocking so that the initial load of the next step does not unnecessarily flush $x$. However, these details, while important in extracting the maximal performance, are not required for conceptual understanding, and so are omitted here.

With the correct partitioning ($N_p$) known, the original $N \times N$ GEMV is then blocked into $\lceil N/N_p \rceil$ separate problems of size $N \times N_p$ (the last such problem will obviously be smaller if $N_p$ does not divide $N$ evenly). The data access to main memory is then $\lceil N/N_p \rceil N$ reads and writes of $y$, $N$ reads of $X$, and $N^2$ reads of $A$.

$N_p$ is typically very close to $N$ in size, and so this algorithm is very near optimal in its memory access. $N_p$ will typically be in the range 350 - 1500, so even very large problems still have extremely small coefficients on the $y$ access term. Note that any problem with $N \leq N_p$ will achieve the optimal result ($N^2$ access of $A$, $N$ access of $x$ and $y$) without any need for any cache blocking (register blocking is still required).

There is little point in explicitly blocking for higher levels of cache in the Level 2 BLAS. However, if the machine possesses a level of cache large enough to hold the footprint of the entire L1-blocked algorithm (with the previously stated simplifications, this is roughly $N_p N + N_p + R_y$), $y$ will be reused without need for explicit blocking, and the main memory access will be reduced to its theoretical minimum.

3.4.2 ATLAS’s Level 2 Compute Kernels

As we have seen, ATLAS employs one low-level compute kernel (the L1 matmul), from which the BLAS’s more general GEMM routine is built. The L1 matmul and GEMM are then used in turn to generate the rest of the Level 3 BLAS. With this
method, only this one relatively simple kernel needs to be supported using source
adaptation, and its performance dictates that of the entire Level 3 BLAS.

The same strategy is employed for the Level 2 BLAS, but two types of compute
kernels are needed rather than one. Just as with the L1 matmul, these kernels
perform register blocking and various floating point optimizations, but do no cache
blocking, as it is assumed that the dimensions of the arguments have been blocked
by higher level codes in order to ensure L1 cache reuse. The compute kernels for the
Level 2 BLAS are:

- **L1 matvec**: An L1-contained matrix vector multiply, with four variants:

  1. No Transpose – matrix A’s rows are stored in rows of input array
  2. Conjugate (complex only) – matrix A’s rows are stored in conjugated form
     in rows of input array
  3. Transpose – matrix A’s rows are stored in columns of input array
  4. Conjugate Transpose (complex only) – matrix A’s rows are stored in
     conjugated form in columns of input array

- **L1 update1**: An L1-contained rank-1 update

Both of these kernels further supply three specialized \( \beta \) cases (0, 1, and variable).

### 3.4.3 Building ATLAS’s Level 2 BLAS

This section presents a very rough outline of how ATLAS supports the Level
2 BLAS. The install of the Level 3 BLAS precedes that of the Level 2, and from
this process ATLAS knows the size of the L1 cache. Thus, using a slightly more
complicated version of the equations given in Section 3.4.1.2, ATLAS can obtain a
good estimate of the correct Level 1 cache partitioning to use. With this in hand,
ATLAS is ready to find the best compute kernels for the Level 2 BLAS.
Presently, ATLAS relies solely on multiple implementation to support these kernels (e.g. source generation is not employed). Therefore, the search simply tries each implementation in turn, and chooses the best. The conjugate forms of the L1 matvec have the same performance characteristics as their non-conjugate equivalents, so ATLAS need search only 3 differing kernels: notranspose matvec, transpose matvec, and L1 update1.

Using these best algorithms, ATLAS empirically discovers the optimum percentage of the L1 cache to use. These empirically-discovered blockings and kernel implementations are then used to build the Level 2 BLAS routines GEMV and GER (much as GEMM was built using the L1 matmul), and all of this information and these building blocks are then used to produce the rest of the Level 2 BLAS.

3.5 Optimizing the Level 1 BLAS

Unlike the Level 2 and 3 BLAS, the Level 1 BLAS, due to their simple nature, are not generally reducible to one or two simpler kernels. Therefore, each Level 1 routine must be essentially optimized individually. For some kernels, the complex case can utilize the real case, and occasionally one Level 1 routine will simplify to another due to a setting of a particular parameter, but this is the exception rather than the rule. For further details on Level 1 optimization, see [25].

3.6 Historical Context / Related Work

ATLAS was not the first project to harness empirical techniques in the interest of high performance kernels. The first such project that we are aware of was PHiPAC [1], released in December of 1995. Like early ATLAS, this project focused on using a source generator to produce varying ANSI C programs for performance tuning of matrix multiply. Due to an overly-complicated kernel, an inadequate winnowing of the search space, and insufficiently accurate timing techniques, PHiPAC
never achieved the performance and portability inherent in the AEOS concept, but nonetheless served as an inspiration for following work.

The second project, released in March 1997, to utilize this basic idea was FFTW [3, 4], which applied similar techniques to FFTs. The first version of ATLAS [6, 7, 8, 9], tuning matrix multiply only, was released in December of 1997. Subsequent versions added support for tuning all the BLAS, and later, a subset of the LAPACK [17] API as well. In 2000, the SPIRAL [26] project began utilizing empirical techniques to tune signal processing libraries.
CHAPTER 4

MOTIVATION AND DESIGN OF OUR
EMPIRICAL COMPILATION FRAMEWORK –
IFKO

This chapter outlines our design and approach for empirical compilation. Section 4.1 motivates and describes our approach, and Section 4.2 expounds on the design philosophy that is used to drive the research. With these guiding principles established, Section 4.3 provides an overview of the compilation framework, and Section 4.4 describes how the framework can be interfaced with ATLAS. The following chapter describes our current implementation of this design.

4.1 Motivation

This section outlines and motivates the approach we have employed in our empirical compilation research. Key features of our compilation framework, and their broad motivation, include:

1. Our compiler is both iterative and empirical, for all the reasons explained in the introduction.

2. Our transformations are done in the backend, at a very low level, allowing for the exploitation of extremely low-level architectural features such as SIMD vectorization, CISC instruction formats, special register features, as well as enabling the compiler to avoid architecture-specific resource limitations, etc., all of which can be critical in achieving extremely high performance.
3. The search is part of the compilation framework, rather than being managed by an external program such as a library generator. In this way, each new supported kernel necessarily increases the generality of the search, leading in the long run to a compilation framework capable of dealing with a much wider range of operations than the union of studied kernels, as happens when each set of optimization targets employs its own search.

4. We provide for extensive user markup, that allows a kernel writer to provide the compilation framework with information that is difficult or impossible to discover using front-end analysis (e.g. aliasing information between pointers passed in as formal parameters to a library routine). This approach allows us to concentrate on the backend rather than on front-end analysis, as well as providing an opportunity to perform transformations that would be illegal without such user markup.

This approach is a direct consequence of our experience with ATLAS, and we have been careful to ensure that iFKO’s design is synergistic with that of ATLAS. iFKO was designed to remove the two major limitations inherent in our ATLAS work: (1) ATLAS is operation/kernel specific, and (2) low-level architectural features (e.g. SIMD vectorization, CISC instruction sets, etc.) are often not automatically exploited due to reliance on the native compiler. Generalizing the empirical optimization into a floating-point specialized compiler is a direct consequence of ATLAS’s kernel specificity, and our concentration on low-level optimization arises naturally from our frustration in having to employ hand-tuning in order to fully exploit architectural features such as SSE (Intel’s SIMD vectorization).

iFKO presently does most of its optimization on the innermost loop. Given the extensive list of loop transforms available in the literature, many readers may be surprised that inner-loop optimization is not fully realized by modern optimizing compilers, but our direct ATLAS experience (supplemented by hand tuning to get
around such problems) demonstrated that the majority of the lost performance opportunities when using source generation instead of hand tuning came from the inner loop, and thus iFKO’s initial goal is to handle innermost loop optimization as efficiently as possible. As another example of such synergy, we can afford to put off some higher level (and outer-loop) transforms such as blocking, because the ATLAS framework does them at higher levels (eg., the blocking is not done by the kernel routine, as explained in Section 3.2). This does not mean that iFKO should never support transformations such as blocking, since iFKO is designed to be more general than ATLAS. Rather, this synergy allows FKO to (initially) target those transformations that cannot be easily handled by a framework such as ATLAS. This plan for focusing our implementation efforts is described more fully in the following design philosophy section.

One drawback of doing the transformations at a low level is that while it provides even greater persistent optimization, it is a barrier to portable optimization, as the compiler is not helpful until it has been ported to the target ISA. Again, however, ATLAS’s source generator provides for portable optimization on truly unknown architectures, and so this drawback (due to operating at a low level, which is mandated by the required levels of performance) is ameliorated. This is discussed further in Section 4.4.

4.2 Design Philosophy

A compiler specialized for HPC kernel optimization must make the effect of each transformation, and the interaction between transformations, as optimal as possible. If the compiler cannot capture roughly the same amount of optimization from a given series of transformations as hand-tuned kernel production typically does, the HPC community is unlikely to use the compiler for its intended purpose at all. Therefore, unlike in general-purpose compilation, it is better to do a limited number
of transformations extremely well than to support many transformations that do not fully realize their potential. This is particularly true in our case, since we can rely on the ATLAS framework for many transformations that iFKO does not yet support. Therefore, our overriding focus must be “narrow and deep”, rather than “broad and shallow”.

This may seem counterintuitive in at least one way: one of the great strengths of empirical optimization is that it can employ an extensive array of transformations, even ones that cause significant slowdown in some instances (since only successful optimizations will be retained by the empirical search), and as the palette of supported optimizations is expanded, the generality and efficiency of the framework naturally increase. Therefore, while it is clear that a “deep” focus is mandated in order to achieve the required level of performance, in the end we must be broad as well. However, it is impossible to begin with “broad and deep”, and so we must accept a narrow focus in order to demonstrate the effectiveness of this approach, and as the number of supported transformations increase, the audience for which the framework supplies a real solution grows as well.

Therefore, in each area of iFKO’s design, we add features as the studied kernels demand them, allowing us to narrowly focus on each optimization study in turn. As each set of optimization targets brings in new requirements, iFKO is expanded to handle them, and thus the framework will indeed eventually be both broad and deep.

There are four general areas in iFKO that must be expanded in this way (this discussion employs terminology that is further explained in Section 4.3). These areas are: (1) the transformations supported by the optimizing compiler, FKO, (2) the analysis performed by FKO, which directs and limits the iterative search, (3) the number, type and interactions between sub-searches supported in the master search of the iterative compiler, iFKO, and (4) the type and number of user markups supported by our HIL (FKO’s input language), which also serve to guide and limit the search of the optimization space.
As an example, our present implementation concentrates on inner loop transforms, and relies on ATLAS for outer-loop transformations such as blocking, but as we enlarge the target kernels to those that have not been explicitly blocked, iFKO must be expanded to support it. Further, because the x86 architecture is relatively insensitive to scheduling issues, we do not presently support software pipelining, which will clearly become critical as the framework is fully supported on architectures such as the SPARC.

Because our initial work concentrates on inner-loop transformations, we have chosen the Level 1 BLAS as our initial optimization targets (See 6.1 for further details). For these simple operations, the main markup required is identification of the loop which should be empirically optimized. On kernels with more complex dependencies, dependence markup will be added. Similarly, as operations expand to include more deeply nested loops, more complicated prefetch algorithms will need to be tried by the search, etc.

### 4.3 Overview of Framework

#### 4.3.1 Anatomy of an Iterative and Empirical Compiler

![Figure 4.1: Overview of our Empirical and Iterative Compilation System](image)

Figure 4.1 shows the basic outline of our empirical and iterative compilation system. Just as in a traditional compiler, iFKO is provided with a routine to be compiled, and perhaps some user-selected compiler flags (though these will usually be search-controlling options, rather than the more common optimization phase options). iFKO is composed of two components: (1) a collection of search drivers, and
(2) the compiler specialized for iterative empirical floating point kernel optimization (FKO).

The search first passes the input kernel to be optimized to FKO for analysis. FKO then provides feedback to the master search based on this analysis. The analysis phase together with any user input essentially establishes the optimization space to be searched, and the iterative tuning is then initiated. For each optimization of interest that takes an empirically tuned parameter (eg., the unrolling factor in loop unrolling), the search invokes FKO to perform the transformation, the timer to determine its effect on performance, and the tester to ensure that the answer is correct (unnecessary in theory, but useful in practice).

Input can be provided both by mark-up in the routine itself, and by flag selection from the user. These inputs can be used to place limits on the search, as well as to provide information specialized for an individual usage pattern (such as whether the operands are pre-loaded in cache, the size of the problem to time, etc.). Note that iFKO has intelligent defaults for these values, so such user direction is optional. The ‘HIL’ in Figure 4.1 stands for high-level intermediate language, and is the language (specialized for floating point kernel optimization) which FKO accepts as input.

This graph also points out a significant overhead still associated with our iterative compiler. While the compiler makes the search and optimization kernel-independent, it depends on externally supplied timers, which are at least somewhat kernel-specific, and can be quite complex when they are written to allow for the capturing of context-sensitive usage patterns (eg., allowing a selection of cold and warm cache states, differing operand sizes and types, etc). In our case, we utilize ATLAS’s preexisting AEOS-quality timers for this purpose, but an interesting area of future work would investigate the extent to which such timers could be described in a high-level way (or ultimately, even discovered through analysis of the submitted kernel), and automatically generated.
4.3.2 Optimizing compiler – FKO

The heart of this project is an optimizing compiler called FKO (Floating point Kernel Optimizer). This compiler is very similar to a traditional optimizing compiler in design, but it has been specialized in several ways. First, of course, it is designed specifically for maximizing performance of floating point kernels, which strongly affects our choice of optimizations, and their interactions, as previously discussed. This focus on kernel optimization has also led us to adopt a specialized input language, as described in Section 4.3.2.1. FKO has been further specialized for iterative and empirical use. The main way this is reflected in the design is that the compiler must be able to analyze the submitted kernel, and communicate this analysis to the master search, so the appropriate optimization techniques can be selected. The analysis presently provided by FKO is described in Section 5.3.

4.3.2.1 Input Language (HIL)

Our input language is kept close to ANSI C in form, so that the task of kernel implementation is comparable to writing a reference implementation in languages such as ANSI C or Fortran 77 (common kernel languages). However, we want to keep our HIL simple enough so that we can concentrate on back-end optimization, as well as to specialize it to some degree for our problem domain. Therefore, we provide an opportunity for user mark-up that can provide information that is normally discovered (if it can be determined at all) by extensive front-end analysis. For the simple operations surveyed in this paper, the only mark-up used was the identification of the loop upon which to base the iterative search (iFKO could optimize all inner loops this way, but this could potentially cause insupportable slowdown in tuning more complex kernels, and so we require that a loop be flagged as important before it is empirically tuned).

Although our input language resembles ANSI C, its usage rules are closer to Fortran 77, which has a more performance-centric design. For instance, aliasing of
output arrays is disallowed unless annotated by mark-up. Beyond this, the main interesting feature of our HIL is the ability to provide markup, which is presently quite limited. Therefore, for the sake of brevity, a full description of the input language is omitted here, but examining Appendix A, which shows the corresponding ANSI C and HIL implementations of the kernels optimized in Section 5, provides a reasonable understanding of our HIL.

We refer to our input language as a HIL (high-level intermediate language), both to stress that our focus is on the low-level backend, and because, given the success of this backend research, it seems likely that an interesting associated project would involve performing front-end analysis in order to automatically generate HIL inputs based on higher level language implementations, at least for those kernels that can be sufficiently analyzed in this way. This line of research could be extended to attempting to automatically find kernels and extract them from applications, as in the early work reported in [27].

4.3.3 Iterative Search – iFKO

In order to make our compiler iterative (adding the 'i' to FKO), we must add a search layer which attempts to find the best available optimization parameters for a given kernel. Finding the best values for \( N_T \) empirically tuned transformations consists of finding the points in an \( N_T \) dimensional space that maximize performance (thus the phrase “searching the optimization space”). There are several ways of performing this search, including simulated annealing and genetic algorithms. We currently use a much simpler technique, a modified line search. In a pure line search, the \( N_T \)-D problem is split into \( N_T \) separate 1-D searches, where the starting points in the space correspond to the initial search parameter selection (in our case, FKO defaults). Obviously, this approach results in a very poor search of the space by volume. However, because compiler writers understand the properties of these transformations, we are able to select reasonable start values for the search, and
because we understand many of the interactions between optimizations, we are able to relax the strict 1-D searches to account for interdependencies (e.g., when two transformations are known to strongly interact, do a restricted 2-D search). With these straightforward modifications, line searches are quite effective in practice (ATLAS, one of the most successful empirical projects, still uses a modified line search), even though they are completely inadequate in theory. At the same time, the line search has a very simple design, which in turn makes updating it to support additional transformations and explore new ideas much easier. Thus, we will utilize more advanced search techniques only once enough transformations are available to make their use compelling. Our current iterative search is outlined in Section 5.8.

4.4 Interfacing ATLAS and iFKO

As previously described, iFKO has been designed to work synergistically with (though not be limited to) ATLAS, and this can be more fully appreciated by understanding how iFKO and ATLAS can be interfaced. iFKO may be naturally added to ATLAS using ATLAS’s preexisting multiple implementation support. As far as ATLAS is concerned, iFKO is simply another kernel compiler taking as input a particular language (our HIL, instead of the assembly and C kernels currently used by ATLAS). The fact that iFKO is itself iterative and empirical, affects ATLAS’s own empirical search not at all (except in install time, obviously).

Figures 4.2 and 4.3 show how ATLAS’s present iterative searches (as shown in Figures 3.6 and 3.4) can be augmented to interface with iFKO. Because iFKO cannot adapt to unknown ISAs, it should make sense to retain the high level (ANSI C) multiple implementation kernels for operations that ATLAS does not support through source generation. In the long run, however, iFKO should make retaining system-specific assembly kernels for ISAs where iFKO is supported unnecessary.
Because ATLAS’s current Level 1 and 2 BLAS tuning uses only parameterization and multiple implementation, their support should be particularly improved by adding iFKO explicitly to the package. On the ISAs for which iFKO is ported, this automated tuning should provide much more adaptability than can be supplied through even the most extensive battery of hand-tuned implementations. On the other hand, ATLAS’s Level 3 search employs both source generation and multiple implementation, and so iFKO should primarily help in reducing the need for hand-tuning in order to exploit architecture-specific features.

4.5 Related Work

Chapter 3 discusses the work closely related (both in time and topic) to our original ATLAS work. Given the demonstrated success of these packages, there has been increasing interest in the compiler community in applying similar techniques in a compiler-oriented setting. However, our approach is the first of which we are aware to perform all transformations at low level in the backend (many researchers instead generate code in high level languages, just as ATLAS does), and at the same time actually have the search as part of the compiler (many projects put the search in a library generator). As discussed in Section 4.1, we believe these two factors are key in realizing the full benefits of these techniques.

The OCEANS (Optimizing Compilers for Embedded Applications) group has done some work in the area of iterative compilation. A brief declaration of effort was published in [28]. The idea is that like high-performance libraries, embedded applications are an area where very long compilation times can be successfully amortized, and so is a rich area for iterative and empirical optimization. Unlike with high performance libraries, code size is an extremely important consideration, and so differing optimization strategies should be expected. Subgroups of this extensive
Figure 4.2: ATLAS+iFKO empirical search for the Level 1 & 2 BLAS

Figure 4.3: ATLAS+iFKO empirical search for the Level 3 BLAS
author list later published various iterative compilation-related papers, as outlined below.

In [29] the authors do an initial study of iterative compilation on three very restricted operations. The main compilation techniques appear to be blocking/tiling, and loop unrolling. Almost no detail is provided about the compilation system; indeed, it is never stated that the transformations were not performed by hand in some manner. The main thrust of the paper is on how to search the essentially infinite optimization space. This work is thus very far from our newer research, although it is very close to the work already done (ATLAS uses a relaxed line search to probe a more complicated space, and provides unrestricted versions of two of the three mentioned kernels). While the ultimate goal of the project is still cited as embedded systems, all results are given on general purpose hardware (again, a subset of the architectures we previously surveyed in [6, 7]).

A more fleshed out study was presented in [30]. In this work, they report a general purpose compiler, which produces FORTRAN 77 as the output language (thus allowing for architectural independence). This fact alone differentiates this work from ours, since we are concentrating on the backend and low-level architectural optimization. In contrast, the studied transformations in this paper are all high-level: blocking, unrolling, and array padding.

In [31], the authors again consider mainly loop unrolling and blocking factors; since these optimizations require little backend information, this is again done at a high level.

The work in [32, 33] is closer to our own research in that it involves both high and low level optimizations, and that they concentrate on simple computational loops. However, this work examines in detail only two optimizations (loop unrolling and software pipelining), and is concerned with embedded systems. As such, they optimize for a combination of code size and performance.
Probably the group that comes closest to our approach in gestalt is the SPIRAL project [34, 35]. They have a compiler that takes in a mathematical description of in a digital signal processing algorithm, and generates varying ANSI C or FORTRAN 77 implementations. Thus, they work mainly at the high level, and in a different field. However, authors affiliated with this group have done some low-level work (as in [36]), but this is done in a traditional compiler used to compile the generated source.

There has also been research on applying empirical techniques to general-purpose computing. In order to do so, the cost of the tuning must be greatly reduced, and thus a less empirical and much more targeted approach is called for, as in [37], where the main goal is to ameliorate the competing resource problem between optimization phases in a more traditional compilation framework. This work is targeted at general-purpose compilation, and is not intended to produce kernel-level performance.
CHAPTER 5

CURRENT IFKO IMPLEMENTATION

This chapter describes our current IFKO implementation. Section 5.1 discusses our target architectures, Section 5.2 overviews the interface to IFKO, and Section 5.3 outlines the analysis communicated to the iFKO’s search. We next survey the transformations presently supported by IFKO, which are split into two types. Section 5.4 describes IFKO’s fundamental transformations, which are applied only one time and in a known order (thus easing the extra analysis required for some of these optimizations), while Section 5.5 goes into some detail on the complexities of handling alignment issues for one of our critical fundamental optimization, SIMD vectorization. Section 5.6 outlines the repeatable transformations, which may be applied multiple times and in almost any order. Each transformation is outlined in its own section, but since it is the empirical application of these techniques, not the techniques themselves that are the main research element of this work, we do not go into excessive detail. In order to clarify the actual operation of these transformations, Section 5.7 shows examples of their effect on the kernels surveyed in this paper.

5.1 Supported Architectures

As described in Section 4.2, we must have a relatively narrow area of focus in order to achieve success. However, it is important that persistent framework shortcomings are not introduced due to such tunnel vision. Therefore, IFKO was designed and written to support four different ISAs. Once the basic framework was implemented and working, we concentrated on the x86 in order to achieve
results, and we will probably not return to the other architectures until this work is considerably more advanced. However, since we are working at such a low level, doing the initial design with several very different ISAs helped avoid creating an inflexible or overly-specialized backend. Therefore, iFKO’s basic framework is presently supported on four ISAs:

1. **IA-32** [38, 39]: Also known as x86 or x86-32, this is probably the most widely used ISA in general-purpose computing, including a diverse array of machines such as the Pentium line (PPro, II, III, 4, 4E), the AMD Athlon, Athlon-64, Opteron, etc. Normally in this paper we use the generic term x86 to apply to both the IA-32 and x86-64 ISAs, and we will call this architecture x86-32 or IA-32 when we mean to exclude the x86-64.

2. **x86-64** [40, 41] or **IA-32e** [42]: 64 bit extension of the x86 ISA originally designed and implemented by AMD. Intel has recently begun supporting it on their line of chips, but they call it IA-32e (Intel Architecture 32 bit extended) in order to distinguish it from their x86-incompatible IA64 (Itanium line) ISA, while still avoiding using the AMD terminology. Machines implementing this ISA include AMD’s Athlon-64 and Opteron, as well as the Intel’s newest Pentium 4 variant. All machines implementing x86-64 run IA-32 code unchanged as well. When used in 64-bit mode, x86-64 also offers 16 integer and SSE registers, which is a vast improvement over IA-32’s eight. Note that FKO explicitly supports x86-64 (i.e. it does not run on an x86-64 architecture merely through IA-32 compatibility mode), thus allowing us to exploit the additional registers, new (more efficient) calling sequence, and the fact that integer registers are 64 bits wide.

3. **PowerPC** [43, 44]: This ISA is used in embedded systems, Apple’s G4 and G5 line, and IBM’s workstations and supercomputers.
4. UltraSPARC [45, 46]: We also support FKO on the Sun UltraSPARC.

Presently, our framework can generate code for all of these architectures. However, SIMD vectorization, a key computational optimization, is presently supported only on the x86 architectures, and we have targeted our transformation selection to this ISA family. We will examine the PowerPC next, but will do so only once our goals are more fully met on the x86 ISAs.

Presently, FKO’s floating point instructions always use SSE (i.e., we do not exploit the x87 FPU). When SIMD vectorization cannot be applied, we use SSE’s scalar instructions. This decision was made because newer machines stress SSE at the expense of the x87 unit, and supporting the x87 register stack is a significant overhead. This does, however, mean that FKO cannot generate valid floating point code for machines prior to the Pentium III, as they do not possess vector units. We currently do not plan on adding x87 support, mostly because the unit tends to get worse performance on modern machines. For instance, on the Pentium line, even SSE scalar code has twice the theoretical peak of x87 code, and on x86-64 machines, the x87 did not receive additional registers. Therefore, x87 support will be added only if this trend of marginalizing the x87 unit is reversed in future architectures.

5.2 Interface Overview

As previously mentioned, our HIL provides a special markup that allows the user to identify the key (innermost) loop that should serve as a basis for the empirical tuning search. Let us call this special loop the optloop. Some FKO optimizations can only be applied to this loop (including all fundamental optimizations), while others can be applied to any section of code. FKO’s present interface allows the specification of two scopes for transformation application: (1) apply to optloop only, and (2) apply to entire function (we refer to this as global application).
Like any compiler, FKO takes a host of flags which affect the application of optimizations. Fundamental transformations are either on or off, and if selected they are applied to the optloop, and in a known order, and so they are controlled with simple flags as in a traditional compiler. Repeatable transformations, on the other hand, may be applied repeatedly, in any order, and to any scope, and we may wish to control this from the empirical search. Therefore, while our interface presently allows specifying only global or optloop scope, the order and number of applications for repeatable phases can be more fully controlled. Repeatable transformations are specified in a grouping referred to as an optimization block, where individual phases are applied until they no longer change the code, or a maximum application count is reached (to prevent infinite loops in the case of transforms that interfere or reverse each other, or indeed to avoid any repetitive application when set to 1). Global optimization blocks are specified with the compiler flag -G, and optloop blocks are specified by -L. The arguments composing both types of optimization blocks are blknum, an integer label identifying the block, maxN, the maximum number of times to apply the indicated optimizations, nopt, the number of optimizations in the block, followed by the list of optimizations to apply (which may be either single optimizations or other optimization blocks). The starting blknum must be 1, but other block numbers may be chosen arbitrarily, as indicated by the optimization lists. A full description would probably not be useful here, but for example the flags:

\[-G 1 1 2 2 3 -L 2 10 2 ra cp -G 3 10 2 ra cp\]

result in first applying register assignment and copy propagation at most 10 times to the optloop, stopping sooner if an iteration is completed without any code changes, followed by doing the same thing to the function as a whole. Section 5.6.10 provides further examples of optimization block usage.
NCACHES=1  NCACHES=1
LINESIZES : 128  LINESIZES : 128
OPTLOOP=1 OPTLOOP=1
MaxUnroll=0 MaxUnroll=0
LoopNormalForm=1 LoopNormalForm=1
Vectorizable=1 Vectorizable=1
Moving FP Pointers: 2 Moving FP Pointers: 2
'X': type=d prefetch=1 sets=0 uses=1 'X': type=d prefetch=1 sets=0 uses=1
'Y': type=d prefetch=1 sets=0 uses=1 'Y': type=d prefetch=1 sets=1 uses=1
Scalars used in loop: 3 Scalars used in loop: 3
'dot': type=d sets=1 uses=1 accum=1 'alpha': type=d sets=0 uses=1 accum=0
'y': type=d sets=1 uses=1 accum=0 'y': type=d sets=2 uses=2 accum=0
'x': type=d sets=1 uses=1 accum=0 'x': type=d sets=2 uses=2 accum=0

(a) FKO Analysis for ddot (Figure A.5)  (b) FKO Analysis for daxpy (Figure A.4)

Figure 5.1: Example FKO analysis output for P4E

5.3 Current Analysis and Communication with the Search

Unlike a traditional compiler, a compiler used in an iterative search needs to be able to communicate key aspects of its analysis of the code being optimized, as this strongly affects the optimization space to be searched. Currently, FKO reports information such as the numbers of available cache levels and their line sizes. It also reports the loop (if any) identified for tuning in the iterative search. For this loop, it then reports the maximum safe unrolling, and whether it can be SIMD vectorized. For each floating point scalar and array accessed in the loop, the analysis further reports its type, sets and uses. Finally, the analysis returns a list of all such scalars that are valid targets for accumulator expansion (see Section 5.4), and all such arrays that are valid targets for prefetch (by default any array whose references increment with the loop, but the user can override this behavior, for instance to prohibit prefetch on arrays known to be cache-resident, using mark-up). Figure 5.1(a) and (b) shows the results of this analysis when run on ddot (Figure A.5) and daxpy (Figure A.4), respectively.
5.4 Current Fundamental Transformations

As previously mentioned, fundamental optimizations are applied only on the opt-loop, and in a known order, and the following subsections present these fundamental optimizations in the order in which they are applied. For each such transformation, we list an abbreviation which is used in the paper to refer to this optimization. Fundamental optimizations are applied before other optimizations both because they require more high-level analysis than the repeatable optimizations, and because their transformations are higher level as well (SIMD vectorization, which is fairly architecture-specific, is the exception to this rule). Therefore, when examples are needed to clarify a fundamental optimization, we will normally do so in ANSI C, even though the compiler, of course, performs these transforms on our LIL (low level intermediate language).

After the optimizations are surveyed, Section 5.4.7 discusses the default values used for these parameters in the empirical search, as well as how they are controlled in FKO.

5.4.1 SIMD Vectorization (SV)

*SIMD Vectorization (SV)* transforms the loop nest (when legal) from scalar instructions to vector instructions. Vector instructions operate on multiple elements of a given type at the same time (thus the ‘Single Instruction Multiple Data’ of SIMD vectorization). Applying SV typically results in keeping the number of instructions in the loop constant, but its effect on loop control and computation done per iteration is similar to unrolling by the vector length (4 for single precision, 2 for double). This extremely modest vector length is the primary distinguishing factor between SIMD vectorization and vectorization for traditional vector machines, but this difference is of such magnitude that significantly different optimization strategies are required.
Both the x86 and PowerPC architectures have SIMD vector units which are supported through ISA extensions. On both machines, the vector length is 128 bits. The PowerPC vector unit (Altivec unit), however, cannot operate on double precision floats, and so can operate on four single precision floats or a varying number of integral values at a time. FKO presently supports SIMD vectorization only on the x86, and so the following discussion focuses on it exclusively.

The x86 vector units are utilized through a series of ISA extensions including MMX (MultiMedia eXtensions), 3DNOW!, SSE (Streaming SIMD Extensions), SSE2, and SSE3. MMX deals primarily with operating on integer vectors (unimportant to our present discussion), while 3DNOW! is an AMD specification that has been largely superseded by SSE, and so we will not describe it here. SSE, or SSE1, mainly added support for operating on single precision vectors, SSE2 added double precision vector support, and SSE3 includes some extra vector permutation code, and instructions specialized for complex arithmetic.

As mentioned, the vector length for all current machines is 128 bits, which allows for parallel operation on four single precision values, or two double precision values. Thus we say the vector length (ve clen) is two for double precision, and four for single. All current machines can employ these instructions to do ve clen floating point operations (FLOPs)/cycle. Therefore, the theoretical peak will be four FLOPs/cycle for single precision, and two FLOPs/cycle for double.

Vector instructions are available not only for computation, but for loads and stores as well. Loads and stores must be 128-bit aligned to get maximal performance, and special workarounds must be employed when the data is not so aligned. Optimally handling alignment issues is a complicated issue in its own right, and is therefore discussed separately in Section 5.5.

Some substantial analysis is required to ensure that SV is legal, and so it is the optimization we apply first. Performing SV before any other optimization allows us to assume the input code is in the restricted format generated by our front-end,
which considerably eases the burden of analysis. The transformation is either applied to the loop as a whole, or it is not applied at all (i.e., we do not mix floating point vector and scalar code in the loop). Our current implementation therefore requires:

1. All arrays accessed in the loop are 128 bit aligned,

2. All arrays being vectorized are accessed contiguously in successive iterations of the loop,

3. The dependence distance between successive elements of such arrays is
   \[ \geq veclen, \]

4. All floating point computation in the loop is of the same precision, and consists of solely of a mixture of absolute value, add and multiply,

5. Scalars applied to vectorized arrays must meet the criteria given in Section 5.4.1.1.

All of these requirements except alignment are determined by analysis (see Section 5.5 for details on alignment), and SIMD vectorization is not performed when the loop does not meet these criteria. Note that this “all-or-nothing” approach has been chosen as it is well-matched to the kinds of operations we are interested in (except for a few Level 1 BLAS, all of the BLAS may be fully vectorized in this way). As we expand the supported kernels to less regular and/or non-contiguous operations, we may want to employ a more general strategy, where more arbitrary vectorization opportunities are searched for after a series of optimizations (including loop unrolling), as in [36]. However, this style of vectorization, while more flexible in application, is also more fragile, in that other optimizations can make it more and more difficult to fully vectorize the loop. Therefore, if we are unable to capture the same functionality as a fundamental optimization, this style of vectorization would be added as an additional repeatable transformation when and if it is needed.
Since vectorizing the loop is computationally similar to unrolling by \textit{veclen}, this transformation also produces a cleanup loop (dumped to the end of the function) which handles those cases where the number of iterations of the loop are not even multiples of \textit{veclen}. Let $N$ be the number of times the loop will iterate ($N$ is almost always a run-time variable). SIMD vectorization adds a conditional branch on $N$ both before (to handle $N < \textit{veclen}$) and after the vectorized loop (to handle $N \mod \textit{veclen} \neq 0$). Section 5.4.2 shows an example of creating such cleanup code for an unrolling of four, and Section 5.7.1.1 shows vectorization at a lower level.

5.4.1.1 Handling Scalars in SV

SV is applied primarily to arrays whose access changes with the loop iteration, but the loop body will almost always include references to scalar (single value) temporaries that are involved in the computations on these arrays. These scalar values must be changed to vector values by the compiler. Essentially, any temporary or variable whose address does not move with the loop is treated as a scalar for this purpose. Scalars that are live on loop entry or exit must be transformed from scalar to vector on loop entry, and from vector to scalar on exit, and how this is legally done depends on usage, as outlined below.

Input scalars whose first use is assignment or multiplication should have all vector values initialized to the scalar value, whereas scalars used as a target of vector adds (accumulators) should have only one value set to the scalar value, and the rest of the vector should be set to zero.

Output scalars reverse this process. Because it is always the case in our kernels, our present implementation only vectorizes code where any output scalars are accumulators. If their last use was an accumulator, the individual vector values must be summed after the loop to produce the required result.

On loops with multiple basic blocks, it is possible to have mixed first (last) usage in differing blocks that represent different paths of flow through the loop. If this
mixed usage occurs (e.g., a variable’s first use in one path is assignment, but first use elsewhere is as an accumulator), then vectorization will not be applied. There are no cases in the present kernels, and we know of none in all of the BLAS, where this problem prevents vectorization. However, if mixed usage becomes a problem, transformations such as scalar expansion and loop unswitching \[24\] can be employed to enable SV.

5.4.2 Loop Unrolling (UR)

*Loop Unrolling* \[24\] (UR) duplicates the loop body of the loop \( N_u \) times. Since it is performed after SIMD vectorization the computational unrolling is actually \( N_u * \text{veclen} \) when vectorization is also applied.

If it is possible to do so, our unrolling avoids repetitive index and pointer updates, as well as having only one test/branch for the unrolled loop. Just as with vectorization, a cleanup loop is automatically generated to handle when the iteration count is not a multiple of the unroll factor, and conditional branches are inserted so that the correct answer is always produced regardless of the iteration count. As a minor optimization, if a loop is both vectorized and then unrolled, only one cleanup loop is generated and used.

Figure 5.2 shows a simple dot product loop before and after unrolling to 4. Note that the loop control optimization discussed in the following section is always applied during unrolling as well, resulting in loop index reversal when the loop index is not referenced in the loop.

5.4.3 Optimize Loop Control (LC)

*Optimize Loop Control* (LC) is the only fundamental optimization that is always applied when legal, and it attempts to optimize the loop branching and index computation when possible. On the x86, this primarily consist of transforming the loop from the form *for* \((i=0; i<N; i++)\) to the equivalent *for* \((i=N; i; i--)\)
if (N < 4) {
    i = N;
    goto CU;
}
for (i=N-3; i > 0; i -= 4) {
    dot += X[0] * Y[0];
    dot += X[1] * Y[1];
    dot += X[2] * Y[2];
    dot += X[3] * Y[3];
    X += 4;  Y += 4;
}
i += 3;
if (i != 0) goto CU;
return(dot);

(a) before loop unrolling
for (i=0; i < N; i++) {
    dot += X[0] * Y[0];
    X++;
    Y++;
} return(dot);

(b) after loop unrolling

Figure 5.2: Dot product before and after UR and LC

when i’s only use in the loop is for loop control. This second formulation avoids a comparison required by the first on the x86 (and indeed, most architectures), as well as enabling the compiler to avoid assigning N to a register throughout the body of the loop. This transformation also handles the index computations necessary to correctly handle loop unrolling and vectorization efficiently.

5.4.4 Accumulator Expansion (AE)

Accumulator Expansion (AE): In order to avoid unnecessary pipeline stalls, AE uses a specialized version of scalar expansion [24] to break dependencies in scalars that are exclusively the targets of floating point adds within the loop. Figure 5.3(a) shows a dot product loop that has been unrolled by a factor of 2. If the FPU is pipelined, and the pipe length is greater than one, this code will result in an unneeded pipeline
(a) Without AE
(b) With AE=2

Figure 5.3: DDOT before and after Accumulator Expansion

stall. After line 3 is executed, the register holding \texttt{dot} will not be available to add into as required by line 4 for pipeline length cycles, and so line 4 will cause a delay each time through the loop. Accumulator expansion removes this dependency by using multiple scalars to store the accumulator, as shown in Figure 5.3(b). Note that for a machine with a FPU pipeline length of four, for example, we would probably want to unroll to at least that length, and use four registers, rather than the two shown in this simple example.

In this example, we have shown \texttt{dot} being initialized to a \texttt{start} value. Notice that the additional accumulators generated by AE must be set to zero (line 1 of Figure 5.3(b)), and summed into \texttt{dot} after the loop is complete (line 7 of Figure 5.3(b)).

5.4.5 Prefetch (PF)

The next fundamental transformation is \textit{prefetch} (PF). This transformation can prefetch any/all/none of the arrays that are accessed within the loop, select the type of prefetch instruction to employ, vary the distance from the current iteration to fetch ahead, as well as provide various simple scheduling methodologies. Prefetches are scheduled within the unrolled loop because many architectures discard prefetches when they are issued while the memory bus is busy, and so they can be an exception to the general rule that modern x86 architectures are relatively insensitive to scheduling (due to their aggressive use of dynamic scheduling, out-of-order execution, register
renaming, etc.). Note that prefetching one array can require multiple prefetch requests in the unrolled loop body, as each x86 prefetch instruction fetches only one cache line of data.

5.4.6 Non-temporal Writes (WNT)

Our final fundamental transformation is non-temporal writes (WNT), which employs non-temporal write instructions on the specified output array. Non-temporal writes are designed to be useful when the value written will not be accessed again soon, but its implementation varies strongly by architecture (for instance, on the Opteron WNT is only useful for write-only arrays, but it is useful for any output array that does not need to be retained in the cache on the P4E).

5.4.7 Default Values

There are two types of “default” values for these optimizations. One is which fundamental transformations are automatically applied by FKO without special flags, and only LC is handled in this way. All other fundamental transformations are applied only when the requisite flag is passed to FKO. The other “default” of interest is what values iFKO employs during the empirical search, and these defaults are as follows: Let \( L \) be the line size of the first prefetchable cache, and \( L_e \) the number of elements of a given type in such a line (for example, if \( L = 32 \) bytes, \( L_e \) would be 4 for a double precision scalar, 8 for a single precision scalar, or 2 for a SIMD vector of either type), then the initial values for the iFKO’s search are: \( SV='Yes' \) (if legal), \( WNT='No' \), \( PF(type,dist) = ('prefetchnta', 2 \times L) \), \( UR=L_e \), \( AE='None' \).

5.5 SIMD Alignment Issues

As previously mentioned, vector loads and stores are by default assumed to be 128-bit aligned. The current FKO implementation assumes such alignment whenever
SV is applied. FKO already possesses all the transformations necessary to handle non-aligned access safely, but we currently assume alignment because we do not have the required infrastructure to handle these cases efficiently. Since we can leverage higher level routines to ensure that these alignment requirements are met, we will add non-aligned considerations explicitly to FKO only once we have expanded the framework so that they may be handled efficiently as well as safely.

As discussed later, producing a highly-tuned non-aligned code takes explicit tuning for the non-aligned case (i.e., the tuning decisions made for the aligned code will not, in general, be valid for the non-aligned), and so we first concentrate on tuning the aligned cases, letting ATLAS handle getting them so aligned. The following sections discuss these alignment issues in further detail. First, Section 5.5.1 discusses how we use ATLAS to guarantee alignment so that we can assume correct alignment in kernels generated by FKO. After this overview, we discuss the actual transformations that can be employed (both by ATLAS presently, and FKO ultimately) to correctly handle these cases. Section 5.5.2 discusses a safe method that works for all cases, but results in inefficient code. Section 5.5.3 provides an overview of how loop peeling can be used to force alignments in those cases where all relevant memory addresses have the same alignment. Section 5.5.4 then describes how this can be extended to handle mutual misalignment, and Section 5.5.5 discusses some possible refinements that can be applied when the pointers in question arise from a constantly strided multidimensional array (a very common case). Finally, Section 5.5.6 describes how we envision adding this complicated support to the framework.

5.5.1 Present Handling of Alignment

In our present use of FKO, we exploit ATLAS’s framework to guarantee alignment. All of ATLAS’s timers and testers optionally accept flags that tell them to force particular alignments, and so we encounter no problems during tuning. When it is time to use the FKO-generated kernels to build an ATLAS-tuned library, we
use multiple implementation to add the routine to ATLAS. At this stage, we write
wrapper code by hand that guarantees particular alignment(s), using the techniques
discussed in the following sections. Also, the ATLAS framework already guarantees
alignment for the Level 3 BLAS kernels, and so we know we don’t need to handle
these cases for some of our more important targets.

5.5.2 Handling Alignment Safely, but Inefficiently

Since vectorization has an implicit computational unrolling, a scalar cleanup loop
(which has no vector alignment requirements) is always generated. Trivially, we could
add a branch to this cleanup anytime our operands are not appropriately aligned.
While this would mean that the code would handle all cases correctly, the non-aligned
case would not only be scalar code, but largely untuned scalar code at that. It is for
this reason that we do not use this mechanism.

5.5.3 Fixing Some Alignment Problems through Loop Peeling

A subset of alignment problems may be addressed through simple loop peeling [24]. Again, we have most of the infrastructure needed for this, in that peeling
can reuse with very little modification the unrolling and cleanup infrastructures.

In peeling for alignment, iterations of the loop are peeled and conditionally
executed based on alignment, but the iterations that are peeled are scalar iterations,
so that we do the appropriate number of scalar iterations until the relevant pointers
are 128-bit aligned, and then we enter the vectorized loop.

This method fully solves the problem if and only if all vectorized pointers
have the same alignment. If two or more vectors are mutually misaligned (eg, $P_0$
mod 128 = 32 and $P_1$ mod 128 = 64), then at least one pointer is still misaligned,
and more complicated techniques are required, as described in the following sections.
5.5.4 Handling Mutual Misalignment

If two or more pointers are mutually misaligned, the general solution is to force the alignment of one of the pointers via peeling as before, and then generate code that assumes the given array/pointer is aligned, and any others are not. Obviously, if one array is accessed more than the others (for instance, if one array both used and set while other arrays are use only), then that array is the obvious target for peeling for alignment.

To make this more concrete, assume we are accessing two single precision arrays, \(X\) (read only) and \(Y\) (both read and written), and that \(X \mod 128 = 32\) and \(Y \mod 128 = 64\). In this case we use loop peeling to force \(Y\) to be aligned to 128 (which in this example would result in doing two scalar iterations of the loop before entering the vectorized loop). With \(Y\) forced to the correct alignment, we would now empirically tune a sub-kernel specialized for aligned \(Y\) and non-aligned \(X\).

There are at least two general techniques to try in these cases. On the x86, there are non-aligned vector loads, which are slower than the aligned loads. Therefore, the first technique would involve using non-aligned loads on \(X\), but then it makes sense to do some scheduling to reflect the fact that \(X\) access is slower than \(Y\) access. For instance, we might want to software pipeline all \(X\) accesses so that this iteration fetches the next iteration’s \(X\) data.

Another, even more aggressive, technique is to instantiate the various possibilities of \(X\) misalignment, and then use aligned access on \(X\), but permute the data before applying it to \(Y\). This in fact is required for the PowerPC, where the AltiVec unit does not support non-aligned load. Again, if we are required to permute one array’s data before use, we will probably want to software pipeline it so that waiting on the permute does not create a bottleneck.
As can be seen, handling the non-aligned case represents a more significant tuning problem than \textbf{SV} itself, and this is the main reason we have not yet handled it efficiently in FKO.

\section*{5.5.5 Special Alignment Considerations for Constantly Strided Multidimensional Arrays}

Constantly strided multidimensional arrays are common in floating point kernels. For instance, the Level 2 and 3 BLAS operate on constantly strided two-dimensional arrays. The non-unit stride of these arrays, in elements of the native type, is called the \textit{lda} (Leading Dimension of Array). When outer loop unrolling is performed on such arrays, the inner loop then gets multiple pointers, which may be mutually misaligned, depending on \textit{lda}. To make this more concrete, consider a double precision column-major array with \textit{lda} = 7. Since there are two double precision elements in a SIMD vector, all contiguous columns will be mutually misaligned by 64 bits. However, every second column will have the same alignment.

More generally, if there are \( N_e \) native elements in a SIMD vector, a particular column \( j \) is guaranteed to have the same alignment as column \( j + N_e \), regardless of \( lda \). Further, if \( (lda \times \text{sizeof}(f)) \mod 128 = 0 \), then all columns have the same alignment. \textbf{NOTE: swap the word ‘row’ for ‘column’ in the above analysis for row-major arrays.}

We can use these insights to reduce alignment complexities when unrolling outer loops, or more generally, anytime we can discover that inner-loop pointers come from constantly strided arrays.

\section*{5.5.6 Adding Misalignment Support to the Framework}

As this discussion has made clear, well-tuned misalignment support is a complicated issue. Support will undoubtedly be phased in as we develop iFKO. For instance, the peeling and safety cases discussed in Sections 5.5.3 and 5.5.2 will probably
be added soon, since we already have the needed infrastructure, and peeling, in particular, does completely solve the problem for kernels that access only one array.

The next step will require significant overhead, and will probably only be undertaken when we have some actual usage that require it. In this step, we would add explicit tuning for non-aligned cases, which requires extensions throughout the framework, including the search, the transformations supported, and instructions available in code generation.

Once we are able to explicitly tune for misalignment, we will still initially use multiple implementation to choose when to call particular versions (each tuned in separate iFKO invocations). Once sufficient performance and generality is available in this tuning, we can automate the search of all misalignment subcases and the generation of the wrapper code as well.

5.6 Current Repeatable Transformations

Repeatable transformations can not only be applied multiple times, but are typically applied in a series (or optimization block) which is repeated while they are still successfully transforming the code. This is useful for synergistic optimizations (eg., register allocation and copy propagation). All of these operations may be applied to a scope (a set of basic blocks, typically a given loop nest or the entire function). FKO’s present interface allows the user to specify that these optimizations be applied to the optloop, or globally to the entire function. As we will see in Section 5.6.10, most of these transformations are by default first exhaustively applied to the optloop, and then applied globally as well.

We presently support repeatable transformations for improving register usage and control flow. In register usage optimization, we support register allocation (Section 5.6.1) and various types of copy propagation (Sections 5.6.2 and 5.6.3). Several of our register usage improving transformations (Sections 5.6.7, 5.6.8 and 5.6.9) are in fact peephole optimizations that exploit the fact that the x86 is not
a true load/store architecture (relatively important when the ISA has only eight registers, but the underlying hardware may have more than a hundred). Finally, we perform branch chaining (Section 5.6.6), useless jump elimination (Section 5.6.4), and useless label elimination (Section 5.6.5), which, when applied together, merge basic blocks (critical after extensive loop unrolling).

5.6.1 Register Allocation (\textit{ra})

This is our most complex repeatable transformation. It performs interference graph based register allocation on an relatively arbitrary scope (a scope being a list of basic blocks). This optimization is applied both within and across basic blocks. We assume that the scope has a single preheader (a single predecessor block that must be passed through in order to reach all blocks in the scope), but allow for multiple successors to the scope, which we call post-tails. We use loop terms such as header and tail because our most important scopes are indeed loop bodies.

If a variable is live on scope entry, then the register load of that variable is hoisted to the preheader of the scope, and if a variable is live on scope exit, and a store is required, then the register-to-memory store is pushed into the relevant post-tail(s). The most common scope is a loop body, and when applied in this way to a variable live throughout the loop, all associated memory accesses will be hoisted/pushed out of the loop.

Presently, FKO by default applies \textit{ra} to the loop identified for empirical tuning, and then to the entire function. As we consider more deeply nested loops, we will apply \textit{ra} to each loop level in turn, starting from the innermost. Performing \textit{ra} on the innermost loop first ensures that the inner loop’s register needs are completely met before outer loops are considered, which is critical in floating point kernels, where long-running loops are the common case. Until registers are exhausted, \textit{ra} and copy propagation applied to outer loops will continue to expand the live range to the maximum extent, and eventually moving the load (store) to beginning (end)
of the function, if possible. Thus, this rather complicated version of ra provides an efficient algorithm for register spilling in the case of register exhaustion, as well as allowing us to postpone implementation of a more generalized loop-invariant code motion.

5.6.2 Copy Propagation (ep)

Copy propagation [24] is a technique for removing unnecessary register-to-register moves, often generated by preceding optimization phases, such as register allocation. Our implementation operates both inter- and intra-block, and performs several related transformations. Trivially, it deletes any such move where the source and destination are the same register.

In it’s main use, our copy propagation phase proceeds through the scope in forward order, looking for register-to-register moves. If the source register is dead at this point, we delete the register-to-register move, and replace all succeeding references of the destination register with the source register, until either the source becomes live again, or the destination is dead. If the source is still live, we do the same, but stop the propagation if the destination register is set. When we are forced to stop the propagation before the destination register’s live range is complete, we put the register-to-register move back into the code, but as far down in the scope as possible (hopefully out of a critical path, for instance). If copy propagation must be halted on the next instruction after the move, no change is made.

5.6.3 Reverse Copy Propagation (rc)

Our current reverse copy propagation (rc) operates only within a basic block. We look for register-to-register moves where the source register is dead, but starting at the bottom of the block and proceeding towards the beginning. When we find such a move, we find the initialization of the source’s live range, and if it is in this
block, we delete the move and change all references to the source register between
that initialization and the move to the destination register.

Thus, this transformation is designed to complement \texttt{cp}, in that \texttt{cp} attempts to
maximize live ranges (and thus minimize moves) by finding moves and extending the
source’s live range forward in the code, while this optimization instead extends the
destination’s live range backwards. When applied together, this can remove obstacles
to copy propagation caused by register reuse, which would otherwise require register
renaming.

5.6.4 Useless Jump Elimination (uj)

This transformations removes any unconditional jumps to blocks that are posi-
tioned directly after the jump.

5.6.5 Useless Label Elimination (ul)

Removes local labels that are either not referenced in the routine, or have no
executable statements between them and another label. In this latter case, all
references to the removed label are replaced by the retained label. This has the
effect of removing empty basic blocks when possible.

5.6.6 Branch Chaining (bc)

Replaces branches to unconditional jumps (or a chain of such jumps) with a
branch to the final target.

5.6.7 Enforce Load Store (ls)

The x86 is not a true load/store ISA, and thus many of its non-load instructions
allow memory addresses as sources. This transformation removes any such in-memory
usage, replacing them with the more standard load to register, followed by register
use. This is useful in exposing the possibility of register reuse (with correlated hoisting/pushing) to the other optimization phases. An example of how this can be useful is given in Section 5.7.2.

5.6.8 Remove One Use Loads (u1)

This is an x86-specific peephole optimization which searches for loads to a register whose live range is complete on the first use (it cannot be applied to sets, as the x86 ISA does not provide non-store instructions that accept destination operands that address memory). When an in-memory version of the instruction exists, u1 then deletes the explicit load, and changes the use to an in-memory version of the instruction. This reduces register pressure, and is therefore almost always worth applying on these systems.

5.6.9 Last Use Load Removal (lu)

Like u1, this is an x86-specific peephole optimization employed to reduce register pressure. As discussed, lu replaces single-use instructions with their in-memory equivalents. For registers that are accessed multiple times, we can sometimes avoid an unnecessary load by changing the last use of the register to an in-memory instruction. This is done by changing the order of the instruction, so that a multiple-use register is overwritten on its last use (i.e., we change the use of that register to a set, and the register now contains a live range that was originally in another register). Because we swap the source and destination, the instruction that we are changing to in-memory must be commutative, or we cannot apply lu. This is probably the hardest of all the repeatable optimizations to explain, and so a review of the actual example of its application given in Section 5.7.3 may be needed for more complete understanding.
5.6.10 Default Values

Presently, the iterative search does not vary the repeatable optimizations, and always uses the defaults (applied after any fundamental optimizations), which are summarized in Figure 5.4.

5.7 FKO in Action

In this section we use actual code generated by FKO to illustrate how some of these transformations work in practice. Section 5.7.1 uses *ddot* (Figure A.5) to demonstrate register allocation, copy propagation, one use load elimination, and, most importantly, SIMD vectorization. Section 5.7.2 then uses *dasum* (Figure A.3) to illustrate prefetch, enforce load/store, and the linked transformations of loop unrolling and useless label elimination. Finally, Section 5.7.3 employs *daxpy* (Figure A.4) to explore the use of non-temporal writes and last use load removal.

Because this is actual code generated by FKO, it is in IA-32 assembly, which is not as accessible as the ANSI C examples shown previously. However, many of the lower-level optimizations (eg., SIMD vectorization, register allocation, copy

(a) as command-line args

(b) as pseudocode

Figure 5.4: Repeatable optimization defaults
propagation, etc.) are difficult to illustrate in high level languages. Comments are provided that explain the general effects of lines of interest, and we provide a few notes here as an aid for those interested in examining these examples in greater detail.

Assembly for the x86 is two operand (in most cases; it is, after all, CISC), and in the gnu dialect generated by FKO, the last operand is always the destination. As previously mentioned, FKO uses SSE for both scalar and vector instructions. All examples use double precision data, and double precision SSE instructions end in the suffix d. Scalar SSE instructions’ second to last character is s, and vector instructions (which operate in parallel on multiple scalars) have this character set to p. Thus, [movsd, mulsd, addsd] are SSE opcodes to perform scalar double precision move, multiply and add, respectively, and their vector equivalents are [movpd, mulpd, addpd]. Integer instructions are typically suffixed by l (for long, as this ISA has its roots in 8-bit operation). Constants are prefixed by $, registers by %, and the SSE registers are xmm0 through xmm7, while the stack pointer is esp.

5.7.1 DDOT Example Illustrating ra, cp, rc, ul, and SV

In this section, we use the Level 1 BLAS kernel ddot to illustrate register allocation/assignment (ra), copy propagation (cp), reverse copy propagation (rc), remove one use loads (ul), and SIMD vectorization (SV). The ddot kernel performs a vector product operation, and its HIL loop is shown in Figure 5.5(a).

Figure 5.5(b) shows the same region of code in assembly, when generated by FKO without any optimization other than optimize loop control, which is always applied when legal. For this architecture, reversing the loop allows us to avoid a comparison instruction, and so we see in lines 26-30 that the loop given in our HIL, which was of the form for(i=0; i < N; i++), has been transformed to one of the form for(i=N; i; i--).

Note that our front-end generates simplistic load/store versions of each operation: for any computation, all operands are loaded from memory, then the computation is
Figure 5.5: DDOT Loop in HIL and Assembly with no optimization, and ra
performed, and then result is stored back to memory. Lines 3-17 are all involved in performing a simple \( \textbf{dot} += x[0]*y[0] \), for instance. At this point, registers are live only across a single computation, and so there is no reuse. FKO relies on repeatable optimizations to improve register usage, as shown in the following examples.

Figure 5.5(c) shows the same assembly, but this time we have applied register assignment/allocation. In lines 2-5 we see that the loads of the variables \( i \) (the loop index), \( \textbf{dot}, x \) (pointer to first vector), and \( y \) (pointer to second vector) have been hoisted out of the loop. Further, since \( \textbf{dot} \) is live on output and written in the loop, the store of \( \textbf{dot} \) back to memory has been pushed out of the loop, to line 39. At this point, the size of the code supporting the loop has been expanded, as we have added the hoisted/pushed code, while changing affected loads to register-register moves. Not only do we have repetitive moves, but notice that line 22 actually moves a register to itself! Cleaning up all these unnecessary register moves is the job of the various copy propagation forms.

Figure 5.6(a) shows this same code, but we have applied forward copy propagation (\textbf{cp}) as well as \textbf{ra}, and we have done them in this order, and continued to apply them together until they no longer transform the code. While this has reduced the number of unnecessary moves, there are still some obvious ones, as in lines 9 and 10, where the fact that we reused the \( \text{ xmm0} \) register has forced us to retain the move to \( \text{ xmm1} \). Adding reverse copy propagation (\textbf{rc}) to the optimization block handles these kinds of renaming problems, as shown in Figure 5.6(b), where line 8 loads the value directly into \textbf{ xmm1}. Reverse copy propagation started with the register-to-register move at line 10 of Figure 5.6(a), and determined that the source’s live range began on line 9. The move on line 10 was then deleted, and and the destination register (\textbf{ xmm1}) was substituted for the source register (\textbf{ xmm0}) on line 9, leading to line 8 of Figure 5.6(b).

The code is starting to look much better, but we can reduce register pressure by making one of the loads implicit. Exploiting the CISC ISA in this way is the
# Hoisted loads from ra
movl 48(%esp),%ebp
movsd 4(%esp),%xmm2
movl 36(%esp),%eax
movl 40(%esp),%ecx

.local LOOP_0

# x = X[0];
movsd (%ecx),%xmm0
movsd (%eax),%xmm1
# y = Y[0]
dot += x * y;
mulsd %xmm0,%xmm1
addsd %xmm1,%xmm2
# X += 1
addl $8, %ecx
# Y += 1
addl $8, %eax
# while(--i);
subl $1, %ebp
jne LOOP_0

LOOP_END_0:

# Pushed store from ra
movlpd %xmm2,4(%esp)

[Figure 5.6: DDOT Loop Assembly with ra, cp, and rc]

(a) Assembly, after ra and cp
(b) Assembly, after ra, cp and rc

job of removing one use loads (u1), which merges a computation and load into one instruction. Note that reducing register pressure is not an obvious benefit in the current loop, but after additional transformations such as unrolling and accumulator expansion, it can become critical. Even absent such changes, additional benefit may be provided both by the increased code density and having the additional register available for later use in global application of ra.

Figure 5.7 demonstrates u1. In order to make the examples more compact, we hereafter omit the hoisted/pushed load/stores and the computation identifying comments. Therefore, Figure 5.7(a) recapitulates Figure 5.6(b) without such instructions, and Figure 5.7(b) shows the same code after u1 is added to the optimization block. We see that we have one less instruction in the loop, and the register xmm3 is no
(a) DDOT Loop Assembly with ra, (b) DDOT Loop Assembly with ra, cp, and rc

Figure 5.7: DDOT Loop Assembly with ra, cp, rc and u1

longer used. This is because the load of xmm3 from line 4 of Figure 5.7(a) has been merged into the computational instruction on line 4 of Figure 5.7(b).

5.7.1.1 SIMD Vectorization

The next step is to show how SIMD Vectorization is applied. Since SV makes global changes to the function, it is not easily understood by viewing isolated code fragments, and therefore Figure 5.8 shows the complete assembly generated after vectorization. For the sake of both clarity and brevity, we have applied all repeatable optimizations using the defaults given in Section 5.6.10.

Vectorization creates many complexities, one of which is the need to keep vectors aligned to 128 bits. This is problematic in that the IA-32 ABI (Application Binary Interface) only guarantees stack pointer alignment to 32 bits. Thus, in lines 7 and 8, we shift off the last 4 bits of the stack pointer so that it is known to be aligned to 128 (note that the stack grows downward in this ISA, and so this just results in expanding our local frame by a bit). On this architecture FKO normally employs the frame pointer as a general purpose register (otherwise, the compiler would only have six available integer registers, as two would be tied up pointing to the stack). However, since how much the shifts change the stack pointer is not known at compile time, we must save the old stack pointer, or we will unable to recover it (in order to restore the stack pointer on function exit, or to access parameters passed to the
.text
.globl _JFKOCD0_LOOP_0

# Ensure 128 bit alignment of stack ptr
movl %esp, %edx
subl $128, %esp
shrl $4, %esp
shll $4, %esp
movl %edx, %esp)

# Save registers & ld old stack ptr new reg
movl %ebp, (%esp)
movl %ebx, 4(%esp)
movl 8(%esp), %ebp

# para 0, name=N
movl 4(%ebp), %edx
movl %edx, %eax

# para 1, name=X
movl 8(%ebp), %edx
movl %edx, %ecx

# para 2, name=incX : UNUSED

# para 3, name=Y

movl 16(%ebp), %edx

# para 4, name=incY : UNUSED

# Initialize locals to constants
xorpd %xmm0, %xmm0

# END OF FUNCTION PROLOGUE
subl $1, %eax
jle _CUNE_LOOP_0

# Init accumulator vector for dot
movsd %xmm0, %xmm2
xorpd %xmm0, %xmm0
movsd %xmm2, %xmm0
movl %eax, %ebp
movapd %xmm0, %xmm2
movl %ecx, %eax
movl %edx, %ecx

_LOOP_0:

movapd (%eax), %xmm0
mulpd (%ecx), %xmm0
addpd %xmm0, %xmm2
addl $16, %ecx
addl $16, %eax
subl $2, %ebp

jg _LOOP_0

# Reduce accumulator vector for dot
movl %ecx, %ebx
movl %eax, %ecx

psuhfd 0x0ee,%xmm2,%xmm1
addpd %xmm1, %xmm2
movlpsd %xmm2,80(%esp)
movsd 80(%esp), %xmm0
movsd %xmm0, %xmm2

subl $1-1,%ebp
movl %ebp,%eax

jne _JFKOCD0_LOOP_0
.jlocal _CUNDONE_LOOP_0

# set return val, restore regs , and return

jlocal _JFKO_EPILOGUE

_JFKO_EPILOGUE:
movsd %xmm2,104(%esp)
fldl 104(%esp)
movl (%esp), %ebp
movl 4(%esp), %ebx
movl 8(%esp), %esp
ret

.jlocal _CUNE_LOOP_0

_CUNE_LOOP_0:

addl $1, %eax
movsd %xmm0, %xmm2
movl %edx, %ebx

.jlocal _JFKOCD0_LOOP_0

_JFKOCD0_LOOP_0:
movsd (%ecx), %xmm0
mulsd (%ebx), %xmm0
addsd %xmm0, %xmm2
addl $8, %ecx
addl $8, %ebx
subl $1, %eax

jne _JFKOCD0_LOOP_0
jmp _CUNDONE_LOOP_0

local _LOOP_0

Figure 5.8: SIMD Vectorized DDOT Assembly
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routine). Therefore, we see that line 5 copies the original stack pointer to a temporary register before the stack pointer is modified. This temporary register is then used to store the old stack pointer to the newly allocated stack frame (line 9), allowing the original stack pointer to be a target for register allocation like any other local (it is loaded to a new register on line 13).

Line 25 initializes \texttt{dot} to zero for use in the loop. However, the \texttt{dot} that has just been set is a scalar. The loop, however, has been vectorized, and so it needs \texttt{dot} in a vector register. This is done on lines 31, 32 and 34. A careful examination of these lines reveals that they are, in fact, not needed. This is easily discoverable in the assembly, but not apparent in our LIL. These lines are not needed because for FKO on the x86, vector and scalar registers are aliased, and so we can use normal moves to transfer them, and in this case, both our scalar and vector \texttt{dot} registers wind up assigned to the physical register \texttt{xmm2}. However, our LIL assumes that scalar and vector registers are separate (as indeed they often are, for instance on the PowerPC, or indeed on the x86 if we used the x87 FPU for scalar floating point computation), and thus by default goes through memory when transferring between scalar and vector registers. In this case, FKO has avoided going through memory, but still retains some useless register-to-register moves. We will need to introduce some more architecture-specific information into the copy propagation phases (indicating exactly how scalar and vector registers are aliased) to avoid these moves. Because these scalar/vector conversions are always introduced outside the main loop, we have not bothered to introduce this system-dependent optimization yet, but we will probably do so eventually, particularly as we examine more complex kernels (where outer-loop transforms become more critical, as the inner loop is deeply nested).

Lines 31 and 32 are themselves the result of a series of optimizations. They started out as a store to memory of the scalar value, followed by a read into a vector register, but copy propagation knows how to move a value from a scalar register to the lower 64 bits of the vector register, as shown in line 32. However, this leaves the upper 64
bits untouched, and so the target vector register must be zeroed before the move, which is what instruction 31 is doing. Line 34 is a vector-to-vector register move, moving the constructed vector register $x_{mm0}$ to its eventual target, $x_{mm2}$. Note that we cannot construct the vector value in $x_{mm2}$ directly, due to live range conflicts. While our LIL treats vector and scalar registers as separate sets, it of course has accurate dependency information, and so it knows that when $x_{mm2}$ is used as to hold a scalar value (in this case the scalar value of $\text{dot}$), whichever vector register that corresponds to it cannot be assigned until that scalar live range is complete. Since the scalar version of $x_{mm2}$ is not used until vector construction is complete, and construction takes multiple instructions, we have to use the temporary vector register $x_{mm0}$.

Lines 49-53 (after the vectorized loop) do the opposite: they take the vector values of $\text{dot}$, and reduce them to a scalar value. After the loop, however, this requires summing the two partial results as well as moving the data between scalar/vector types. Therefore, line 49 moves the upper 64 bits of the vector register $x_{mm2}$ into the lower 64 bits of $x_{mm1}$, and we then add them together on line 50, so that the complete $\text{dot}$ is in the lower 64 bits of $x_{mm2}$. Unfortunately, FKO was unable to remove the store and load to memory this time, and so line 51 stores $\text{dot}$ to memory from a vector register, line 52 reads it from that location into a temporary scalar register, and line 53 moves it to its final scalar destination register. Again, there are many optimizations we can apply to make this more efficient, but we have not yet done so since it outside the loop.

Lines 38-45 contain the vectorized loop. We see that this loop is essentially the same as the scalar loop shown in Figure 5.7(b), with two notable exceptions. First, all scalar instructions have been replaced by their vector equivalents. Second, the update of the pointers is by 16 bytes (128 bits) rather than 8, and the index is updated by subtracting two rather than one. This is because vectorization is equivalent to a scalar unrolling of two for double precision.
Because it is equivalent to a computational unrolling of 2, we must have a cleanup loop for odd values of $N$, and we must introduce the appropriate branches to this cleanup loop, just as we do in unrolling. Lines 74-82 comprise the scalar cleanup loop. Lines 27 and 28 supply the pre-loop branch to cleanup (to handle the case of $N < 2$), and lines 54 and 56 do the same for post-vector-loop cleanup (for the case $N > 2$, but $N \mod 2 \neq 0$).

Lines 60-66 comprise the function epilogue, which restores the callee-saved registers (including the stack pointer), and returns. Lines 62 and 63 reveal another complexity of this architecture. The IA-32 ABI requires functions returning floating point values to store them as the top register of the x87’s register stack. Moving between SSE registers and x87 registers requires going through memory, so line 62 stores the return value (dot) from an SSE register, and line 63 loads it to the x87 register stack top.

In our pre-loop test, we subtracted UR-1 from the start value of the loop index in order to get the numbers correct for efficient unrolled loop indexing. If we never enter this loop, however, this value must be added back in, which is why the pre-loop tests jumps to the block on lines 69-72, rather than directly to the cleanup loop, as the post-loop test does.

Note that since the cleanup loop and corresponding conditionals are generated, FKO has considerable freedom to choose where to add these blocks. Therefore, we have have added them in such a way that the fall-through cases assume that the vectorized loop is entered, and loop cleanup is not required (thus not adding overhead to the most efficient case).

5.7.2 DASUM Example Illustrating UR, AE, PF, ul, and Is

In this section we use dsum (Figure A.3) to illustrate various optimizations. First, we use a simple example to show how the enforce load/store Is transformation can be useful, and then a more detailed listing is given in order to demonstrate how
loop unrolling (UR), accumulator expansion (AE), prefetch (PF), and useless label elimination (UL) work together.

Figure 5.9(a) shows the dasum written in our HIL. Line 3 loads the array value, line 4 takes its absolute value, and line 5 adds this into the running sum (dasum is the absolute value sum of an array). Figure 5.9(b) shows this same inner loop in assembly. Here, we are using all of the default optimizations, except we have turned off Is. Line 3 of this listing loads the array value, line 4 takes its absolute value (more on this below), and line 5 adds the absolute value into the running sum.

In order to understand this code, we need to understand how absolute value is performed using SSE, which does not have an explicit absolute value instruction. Fortunately, a bitwise and can be used to produce such an operation. First, we construct a 128 bit integral value that has all bits set to 1, except the sign bit of each veclen floating point elements, which are instead set to 0. Absolute value of a scalar or vector may then be produced by performing a bitwise and of this integral value and the register holding the number to be absolute valued. Because we want to be able to issue absolute value with minimal register use, the front-end generates the in-memory version of the instruction, as shown on line 4 of Figure 5.9(b) (where the integral value has been written to the stack location 16(%esp)). Inside a loop, however, this can lead to repetitive memory reads. By running enforce load store as shown in the architectural defaults, the code in Figure 5.9(c) is created, where this
1  xorpd  %xmm1,%xmm1
2  movsd  %xmm1,%xmm3
3  .local  _LOOP_0
4  _LOOP_0:
5  movsd  (%ecx),%xmm0
6  andpd  %xmm2,%xmm0
7  addsd  %xmm0,%xmm3
8  .local  _IFKOCD1_LOOP_0
9  _IFKOCD1_LOOP_0:
10  movsd  8(%ecx),%xmm0
11  andpd  %xmm2,%xmm0
12  addsd  %xmm0,%xmm3
13  .local  _IFKOCD2_LOOP_0
14  _IFKOCD2_LOOP_0:
15  movsd  16(%ecx),%xmm0
16  andpd  %xmm2,%xmm0
17  addsd  %xmm0,%xmm3
18  .local  _IFKOCD3_LOOP_0
19  _IFKOCD3_LOOP_0:
20  movsd  24(%ecx),%xmm0
21  andpd  %xmm2,%xmm0
22  addsd  %xmm0,%xmm3
23  addl  $32, %ecx
24  subl  $4, %eax
25  jg  _LOOP_0

(a) Unrolled to 4  (b) With UR=4, ul, PF, and AE=2

Figure 5.10: DASUM loop unrolled to 4

implicit load has first been changed back to an explicit load by Is, and then register
assignment has hoisted the load of the integral value out of the loop.

Figure 5.10(a) shows the dasum loop that has been unrolled to 4, but without
applying useless label elimination. We see that the loop simply repeats Figure 5.9(c)
four times, with a few minor changes. First, UR does not just blindly repeat the
loop control and pointer updates, but instead changes the address references using
constants in the loop, and does these updates only one time. Notice that the loads
from the array X have an offset, as shown on lines 5, 10, 15, and 20 of Figure 5.10(a).
We can then add UR * sizeof() = 4 * 8 = 32 to the X pointer at the bottom of
the loop (line 23). If we updated the pointer between each access, there would be a
potential slowdown, since an integer add would need to be performed before each of
the last three loads. In the present formulation, the architecture is free (assuming register renaming is done by the hardware) to issue all four loads in parallel. Line 24 shows that the update of the loop index is now by 4, rather than 1.

When duplicating the loop body, any labels must be made distinct, and so we see that the labels of the duplicated blocks (lines 9, 14 and 19) have a standard prefix added to them. These extra labels are in fact useless in this operation. If labels aren’t being used, we want to remove them, since most optimizations are more robust within a basic block than when applied across blocks.

Figure 5.10(b) shows the same loop, but we have applied ul, PF and AE=2. The useless label elimination verifies that the duplicated labels are not referenced anywhere in the code, and removes them, resulting in a loop consisting of a single basic block again. On this architecture, the cache line size is 128 bytes, or 16 double precision elements, and so one prefetch instruction (line 8) is sufficient.

Our final transformation of interest is accumulator expansion. Notice that the summation updates (lines 7, 12, 17 and 22) of Figure 5.10(a) all update the same register, xmm3, but in Figure 5.10(b), we alternate between uses of xmm4 and xmm3 (lines 11, 14, 17 and 20). This means that the extra register must be initialized before the loop (lines 4 and 5), and added back into the total after the loop (line 25).

5.7.3 DAXPY Example Illustrating WNT and lu

Figure 5.11(a) shows the main daxpy loop in our HIL, while Figure 5.11(b) shows the assembly generated by FKO when vectorization is applied, and all repeatable defaults other than last use removal (lu) are applied.

The correspondence of these two loops is easy to see: in both loops, the first two lines of the loop body load the input values from their respectively arrays, the third multiplies by the X value by alpha, and the fourth adds the result to the value obtained from Y. We then store the value back to Y, and increment the array and
(a) As HIL (b) As vectorized assembly & lu

**Figure 5.11: DAXPY Loop**

index counters (since Figure 5.11(b) has been vectorized, it increments by twice as much as Figure 5.11(a)).

On the P4E, if this loop traverses enough memory to overflow the cache, it is a performance win to use non-temporal writes (WNT) for the stores of Y, and we have done so in Figure 5.11(c). Notice that the store of Y (line 8) of Figure 5.11(b) uses the instruction movapd, while the store of Y (line 7) of Figure 5.11(c) uses its non-temporal equivalent, movntpd.

The final optimization shown here is last use removal (lu). In our previous examples, we have usually been able to make one array load implicit through the use of u1, but we cannot do so here, because of the usage pattern. It’s not a good idea to overwrite the register holding alpha (xmm2) since it is loop invariant, and overwriting it would require us to reload it in the loop. Therefore, since x86 assembly can have only source operands coming from memory, we are unable to apply u1 to line 5 of Figure 5.11(b).

Instead, we notice that the last use of the register holding the value of X(i) * alpha (xmm1) is in the commutative instruction addpd on line 6 of Figure 5.11(b). In this case, we can make the load of Y implicit, by reordering the instruction so that the Y value comes from memory, and xmm1 is overwritten (since this was its last use in the register), as in line 5 of Figure 5.11(c).
5.8 Current Iterative Search

The present iterative search varies only the fundamental optimizations. The
repeatable optimizations are therefore always those given in Section 5.6.10, while
our fundamental defaults are outlined in Section 5.4.7. The master search performs
the following sub-searches in this order: WNT Search: FKO is queried for the arrays
that are set in the loop, and non-temporal writes are tried on each in turn, and are
used for that array if they provide a speedup. PF Type Search: Each supported type
of prefetch instruction is tried for “prefetch for read” and “prefetch for write”. Best
values are kept. PF Distance Search: For each prefetch target (returned by FKO
analysis) a linear search is performed using line size increments. We also try not
prefetching the array, and prefetching shorter distances less than the line size. Best
discovered values for each array are retained. Loop Unroll Search: Try all powers of
two between [1:128]. Powers of two are used because they allow for a quick search
and keep data access in a given loop iteration a multiple of the cache line size; a
more complete search would probably yield some improvement, but this value will be
refined further by later stages of the search anyway. Accumulator Expansion Search:
Try performing AE on all valid targets (returned by FKO) in turn. This optimization
depends on unrolling, so we try a few different unrollings for each expansion. Let
the number of accumulators currently being tried for a given variable be Na, and
the present unrolling factor be Nu. Our present search tries all Na in the range
2 ≤ Na ≤ 6 (six is a safe maximum for the x86, where the ISA has only 8 registers).
For each such Na, we try using the current loop unrolling, Nu. When there is a
mismatch between Na and Nu, we try additional loop unrollings in order to avoid
cross-iteration pipeline stalls. More precisely, if Nu < Na, additionally try the loop
unrolling of Na. If Nu > Na and Nu mod Na ≠ 0, we try two additional unrollings
of \( \lceil \frac{Na}{Nu} \rceil \times Na \) and \( \lfloor \frac{Na}{Nu} \rfloor \times Na \).
CHAPTER 6

EXPERIMENTAL RESULTS AND ANALYSIS

This chapter presents and analyzes results on two of today’s premier x86 implementations, and is organized in the following way: Section 6.1 outlines the floating point kernels that are being optimized, Section 6.2 discusses version and timing methodology information, and Section 6.3 presents the raw results. Section 6.4 then provides the main analysis of these results, while Section 6.5 points out some interesting (but non-essential) details. Finally, in those few cases where iFKO fails to provide the fastest implementation, Section 6.6 describes the transformations that the most successful tuning technique utilized to get the fastest kernel, so it is clear whether or not the required optimization(s) can be eventually be generalized into our compilation framework.

6.1 Problem Domain and Surveyed Routines

The general domain of this research is floating point kernels, but this paper focuses on the Level 1 BLAS. The Level 1 BLAS are vector-vector operations, most of which can be expressed in a single for-loop. These operations are so simple that it would seem unlikely that empirical optimization could offer much benefit over model-based compilation. One of the key contributions of this initial work is that we show that even on such well-understood and often-studied operations as these, empirical optimization can improve performance over standard optimizing compilers.

Most Level 1 BLAS have four different variants depending on type and precision of operands. There are two main types of interest, real and complex numbers, each
of which has double and single precision. In this work, we concentrate on single and double precision real numbers. The Level 1 BLAS all operate on vectors, which can be contiguous or strided. Again, we focus on the most commonly used (and optimizable) case first, the contiguous vectors. For each routine, the BLAS API prefixes the routine name with a type/precision character, ‘s’ meaning single precision real, and ‘d’ for double precision real. Since $\text{iamax}$ involves returning the index of the absolute value maximum in the vector, the API puts the precision prefix in this routine as the second character rather than the first (i.e., $\text{isamax}$ or $\text{idamax}$ rather than $\text{ddot}$ or $\text{sdot}$). There are quite a few Level 1 BLAS, and so we study only the most commonly used of these routines, which are summarized in Table 6.1 (Appendix A provides a complete listing of the actual kernels input to the compilers, both in ANSI C and in our HIL). The performance of the BLAS are usually reported in MFLOPS (millions of floating point operations per second), but some of these routines actually do no floating point computation (e.g., $\text{copy}$). Therefore, the FLOPs column gives the value we use in computing each routine’s MFLOP rate.

**Table 6.1: Level 1 BLAS summary**

<table>
<thead>
<tr>
<th>NAME</th>
<th>Operation Summary</th>
<th>FLOPs</th>
</tr>
</thead>
<tbody>
<tr>
<td>swap</td>
<td>for (i=0; i &lt; N; i++) {tmp=y[i]; y[i] = x[i]; x[i] = tmp}</td>
<td>N</td>
</tr>
<tr>
<td>scal</td>
<td>for (i=0; i &lt; N; i++) y[i] *= alpha;</td>
<td>N</td>
</tr>
<tr>
<td>copy</td>
<td>for (i=0; i &lt; N; i++) y[i] = x[i];</td>
<td>N</td>
</tr>
<tr>
<td>axpy</td>
<td>for (i=0; i &lt; N; i++) y[i] += alpha * x[i];</td>
<td>2N</td>
</tr>
<tr>
<td>dot</td>
<td>for (dot=0.0,i=0; i &lt; N; i++) dot += y[i] * x[i];</td>
<td>2N</td>
</tr>
<tr>
<td>asum</td>
<td>for (sum=0.0,i=0; i &lt; N; i++) sum += fabs(x[i]);</td>
<td>2N</td>
</tr>
<tr>
<td>iamax</td>
<td>for (imax=0, maxval=fabs(x[0]), i=1; i &lt; N; i++) {</td>
<td>2N</td>
</tr>
<tr>
<td></td>
<td>if (fabs(x[i]) &gt; maxval) {</td>
<td></td>
</tr>
<tr>
<td></td>
<td>{ imax = i; maxval = fabs(x[i]); }</td>
<td></td>
</tr>
<tr>
<td></td>
<td>}</td>
<td></td>
</tr>
</tbody>
</table>
6.2 Methodology and Version Information

All timings were done with ATLAS version 3.7.8, which we modified to enable vectorization by Intel’s C compiler, icc. Most of the loops in ATLAS are written as ‘for(i=N; i; i--’) or ‘for(i=0; i != N; i++)’ and icc will not vectorize either form, regardless of what is in the loop. Once we experimentally determined that this loop formulation was preventing icc from vectorizing any of the target loops, we simply modified the source of the relevant routines to ‘for(i=0; i < N; i++)’, which icc successfully vectorizes.

Table 6.2: Compiler flag and version information by platform

<table>
<thead>
<tr>
<th>PLATFORM</th>
<th>gcc</th>
<th>icc</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VER</td>
<td>FLAGS</td>
</tr>
<tr>
<td>2.8 Ghz P4E (Pentium 4E)</td>
<td>3.3.2</td>
<td>-fomit-frame-pointer -03 -funroll-all-loops</td>
</tr>
<tr>
<td>1.6 Ghz Opt (Opteron)</td>
<td>3.3.2</td>
<td>-fomit-frame-pointer -O -mfpmath=387 -m64</td>
</tr>
</tbody>
</table>

We report numbers for two very different high-end x86 architectures, the Intel Pentium 4E and AMD Opteron. Further platform, compiler and flag information is summarized in Table 6.2 (for the profile build and use phases, the appropriate flags were suffixed to those shown Table 6.2.) The ATLAS Level 1 BLAS kernel timers were utilized to generate all performance results. However, we enabled ATLAS’s assembly-coded walltimer that accesses hardware performance counters in order to get cycle-accurate results. Since walltime is prone to outside interference, each timing was repeated six times, and the minimum was taken. All timings were done sequentially, and run on an unloaded machine. Because these are actual timings (as opposed to simulations), there is still some fluctuation in performance numbers despite these precautions, so small gaps of around a percentage point may not represent true differences.
Therefore, because the search is empirical, it is not strictly repeatable. In general, truly bad choices are rarely made, as they tend to be above clock resolution. Nonetheless, techniques can be employed to improve the results of any empirical search. The simplest is to run the search several times, and take the best available transformation list found for each routine (i.e., utilize the `ddot` flags from run A, and the `samax` flags from run B). A more sophisticated approach takes the result of previous searches as the starting point of a new search, or reruns certain sub-searches with updated information from subsequent sub-searches, or tweaks various bound information in hopes of finding undiscovered underlying transformations. However, we wanted to compare fully-automatic use of the present systems, and so each list of results was obtained by simply running two scripts sequentially. The first script times all fixed methods (`gcc,icc,ATLAS,FKO`), and the second is the default empirical search of iFKO.

### 6.2.1 Input Routines

Appendix A shows the input routines to all compilers. With the exception of `iamax`, the input routines given to FKO were the direct translations of these routines from ANSI C to our HIL (i.e., high level optimizations were not applied to the source). Our HIL does not yet support scoped if's, however, and so `iamax` was originally coded for all compilers (in the appropriate language) as shown in Figure A.7(b), which, absent code positioning transformations, is the most efficient way to implement the operation. However, this formulation of `iamax` depressed performance significantly for icc, while not noticeably improving gcc's performance, and so we utilized the implementation shown in Figure A.7(a) for these compilers.
6.3 Overview of Results

This section presents our experimental results, and explains the formats in which we present them. These results show adaptation to the kernel, architecture, and the context (in this case, out-of-cache, or L2-cache resident). Analysis of these results are provided in the following sections.

Figures (6.1, 6.2, 6.3, 6.4) report the percentage of the best observed performance provided by the following methodologies:

- **gcc+ref**: Performance of ANSI C reference implementation compiled by gcc.
- **icc+ref**: Performance of ANSI C reference implementation compiled by icc.
- **icc+prof**: Performance of ANSI C reference implementation, using icc and profiling. Profiling was performed with tuning data identical to the data used in timing.
- **ATLAS**: The best kernel found by ATLAS’s empirical search, installed with both icc and gcc. ATLAS empirically searches a series of implementations, which were laboriously written and hand-tuned using mixtures of assembly and ANSI C, and contain a multitude of both high and low-level optimizations (e.g., software pipelining, prefetch, unrolling, scheduling, etc.). When ATLAS has selected a hand-tuned all-assembly kernel (as opposed to the more common ANSI C routine with some inline assembly for performing prefetch), the routine name is suffixed by a * (e.g., dcopy becomes dcopy*). This is mainly of interest in that hand-tuning in assembly allows for more complete and lower-level optimization (e.g. SIMD vectorization, exploitation of CISC ISA features, etc.).
- **FKO**: The performance of the kernel when compiled with FKO using default transformation parameters (i.e., no empirical search).
• iFKO: The performance of the kernel when iterative compilation is used to tune FKO’s transformation parameters.

For each kernel, we find the mechanism that gave the best kernel performance, and all other results are divided by that number (e.g., the method that resulted in the fastest kernel will be at 100%). This allows for the relative benefit of the various tuning mechanisms to be evaluated. This comparison is done for each studied kernel, and we add two summary columns. The second-to-last column (AVG) gives the average over all studied routines, and the last column (VAVG) gives the average for the operations where SIMD vectorization was successfully supplied; in practice, this means the average of all routines excluding \texttt{iamax}, which neither icc nor iFKO automatically vectorize.

Since all results discussed so far are relative to the best tuning method, it is easy to lose track of the actual performance of the individual operations. Therefore, Figure 6.5 shows the speed of these operations in MFLOPS, computed as discussed in Section 6.1. Note MFLOPS is a measure of speed, so larger numbers indicate better performance. All timings in this figure deal only with iFKO (on average, the best optimizing technique).

Figure 6.6 shows the speedup of the in-L2 cache timings over the out-of-cache performance. One of the most interesting things about this graph is that it provides a very good measure of how bus-bound an operation is, even after prefetch is applied: If the kernel tuned for in-cache usage is only moderately faster than the kernel when tuned in out-of-cache timing, the main performance bottleneck is clearly not memory. The \texttt{iamax} operation, whose performance is limited mainly by branches, is a good example of this, in that the in-cache numbers show no improvement at all. On the other extreme, bus-bound operations such as \texttt{swap} or \texttt{axpy} show more than five-fold speedups for in-L2 timings. One oddity in these numbers is that \texttt{iamax}’s Pentium 4
Figure 6.1: Relative speedups of various tuning methods on 2.8Ghz P4E, N=80000, out-of-cache

Figure 6.2: Relative speedups of various tuning methods on 1.6Ghz Opteron, N=80000, out-of-cache
Figure 6.3: Relative speedups of various tuning methods on 2.8Ghz P4E, N=1024, in-L2-cache

Figure 6.4: Relative speedups of various tuning methods on 1.6Ghz Opteron, N=1024, in-L2-cache
in-L2 performance is actually slightly slower than out-of-cache. This is not a timing error, and is discussed in Section 6.5.

![Figure 6.5: BLAS performance in MFLOPS](image)

![Figure 6.6: Speedup of In-cache over Out-of-cache](image)

Tables (6.3, 6.4, 6.5, 6.6) show the transformational parameter values found by the empirical search for each program/context. Section 5.4 defines the abbreviations used in the headings, and Section 5.8 provides the default values used by FKO. The prefetch parameters varied include instruction type (INS) and distance in bytes (DST). For each type of prefetch instruction, the search chooses between those available on the machine, and they are reported using the following abbreviations:

- **none**: better performance was obtained without prefetching that operand,
- **tx**: SSE temporal prefetch to cache of level X+1 (e.g., `prefetcht0`, `prefetcht1`, etc.).
- nta: SSE non-temporal prefetch to lowest level of supported cache (prefetchnta),
- w: 3DNow! prefetch for write (prefetchw).

Figure 6.7 shows the speedup obtained by empirically tuning the various optimization parameters, and Figure 6.8 shows the same values but zoomed so that only the first 150% of speedup is displayed (this is necessary because the large Opteron speedups make it difficult to see full details for other architectures). Therefore, these figures show the speedup of code tuned by iFKO over that produced by FKO, not over code in which a given transformation has not been applied. For instance, FKO defaults to unrolling so that one iteration of the loop accesses one cache line of data. In Figure 6.7 we see that the empirical tuning of UR often provides modest or no benefit. However, this does not imply that unrolling is unimportant in these cases; instead it says that FKO’s default value is good.

For each BLAS kernel, we show a bar for each architecture (p4e/opt) and context (ic: in-L2 cache, oc: out of cache). Each bar shows the total speedup over FKO, and how much tuning each transformation parameter contributed to that speedup. For instance, for the out-of-cache P4E tuning of sasum shown in 6.8, empirically tuning the [non-temporal writes, prefetch instruction, prefetch distance, unrolling, accumulator expansion], provided speedups of [0, 1, 46, 0, 3]%, respectively, which together resulted in an iFKO-tuned kernel that ran 1.5 times faster than the same kernel when compiled by FKO. As shown by these graphs, all empirically tuned parameters contributed to speeding up at least some operations/contexts.

6.4 General Analysis

In comparing the tuning mechanisms (Figures 6.1, 6.2, 6.3 and 6.4), iFKO provides the best performance on average for all studied architectures and contexts, better even than the hand-tuned kernels found by ATLAS’s own empirical search.
Table 6.3: Transformation parameters for 2.8Ghz Pentium 4E, N=80000, all caches flushed

<table>
<thead>
<tr>
<th>BLAS</th>
<th>SV: WNT</th>
<th>PF X INS: DST</th>
<th>PF Y INS: DST</th>
<th>UR: AC</th>
</tr>
</thead>
<tbody>
<tr>
<td>sswap</td>
<td>Y:Y</td>
<td>t0:56</td>
<td>t0:40</td>
<td>4:0</td>
</tr>
<tr>
<td>dswap</td>
<td>Y:Y</td>
<td>t0:128</td>
<td>t0:64</td>
<td>2:0</td>
</tr>
<tr>
<td>scopy</td>
<td>Y:Y</td>
<td>none:0</td>
<td>none:0</td>
<td>2:0</td>
</tr>
<tr>
<td>dcopy</td>
<td>Y:Y</td>
<td>none:0</td>
<td>none:0</td>
<td>1:0</td>
</tr>
<tr>
<td>dasum</td>
<td>Y:N nta:1024</td>
<td>n/a:0</td>
<td>5:5</td>
<td></td>
</tr>
<tr>
<td>dasum</td>
<td>Y:N t0:1024</td>
<td>n/a:0</td>
<td>5:5</td>
<td></td>
</tr>
<tr>
<td>saxpy</td>
<td>Y:N nta:1408</td>
<td>nta:32</td>
<td>2:0</td>
<td></td>
</tr>
<tr>
<td>daspy</td>
<td>Y:N t0:678</td>
<td>t0:40</td>
<td>2:0</td>
<td></td>
</tr>
<tr>
<td>sdot</td>
<td>Y:N nta:1024</td>
<td>nta:384</td>
<td>3:3</td>
<td></td>
</tr>
<tr>
<td>ddot</td>
<td>Y:N nta:768</td>
<td>nta:384</td>
<td>5:5</td>
<td></td>
</tr>
<tr>
<td>sscal</td>
<td>Y:N nta:1792</td>
<td>n/a:0</td>
<td>4:0</td>
<td></td>
</tr>
<tr>
<td>dscal</td>
<td>Y:N nta:1152</td>
<td>n/a:0</td>
<td>2:0</td>
<td></td>
</tr>
<tr>
<td>isamax</td>
<td>N:N nta:640</td>
<td>n/a:0</td>
<td>8:0</td>
<td></td>
</tr>
<tr>
<td>idamax</td>
<td>N:N t0:1664</td>
<td>n/a:0</td>
<td>8:0</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.4: Transformation parameters for 1.6Ghz Opteron, N=80000, all caches flushed

<table>
<thead>
<tr>
<th>BLAS</th>
<th>SV: WNT</th>
<th>PF X INS: DST</th>
<th>PF Y INS: DST</th>
<th>UR: AC</th>
</tr>
</thead>
<tbody>
<tr>
<td>sswap</td>
<td>Y:N</td>
<td>t:1792</td>
<td>w:448</td>
<td>2:0</td>
</tr>
<tr>
<td>dswap</td>
<td>Y:N nta:960</td>
<td>nta:704</td>
<td>1:0</td>
<td></td>
</tr>
<tr>
<td>scopy</td>
<td>Y:Y</td>
<td>none:0</td>
<td>none:0</td>
<td>1:0</td>
</tr>
<tr>
<td>dcopy</td>
<td>Y:Y</td>
<td>none:0</td>
<td>none:0</td>
<td>1:0</td>
</tr>
<tr>
<td>dasum</td>
<td>Y:N t0:1664</td>
<td>n/a:0</td>
<td>4:4</td>
<td></td>
</tr>
<tr>
<td>dasum</td>
<td>Y:N nta:1920</td>
<td>n/a:0</td>
<td>4:4</td>
<td></td>
</tr>
<tr>
<td>saxpy</td>
<td>Y:N t0:1536</td>
<td>t0:448</td>
<td>4:0</td>
<td></td>
</tr>
<tr>
<td>daspy</td>
<td>Y:N t0:1472</td>
<td>t0:832</td>
<td>4:0</td>
<td></td>
</tr>
<tr>
<td>sdot</td>
<td>Y:N nta:1600</td>
<td>nta:1664</td>
<td>3:3</td>
<td></td>
</tr>
<tr>
<td>ddot</td>
<td>Y:N t0:1728</td>
<td>t0:704</td>
<td>4:4</td>
<td></td>
</tr>
<tr>
<td>sscal</td>
<td>Y:N nta:640</td>
<td>n/a:0</td>
<td>1:0</td>
<td></td>
</tr>
<tr>
<td>dscal</td>
<td>Y:N nta:1344</td>
<td>n/a:0</td>
<td>1:0</td>
<td></td>
</tr>
<tr>
<td>isamax</td>
<td>N:N nta:768</td>
<td>n/a:0</td>
<td>16:0</td>
<td></td>
</tr>
<tr>
<td>idamax</td>
<td>N:N nta:1920</td>
<td>n/a:0</td>
<td>32:0</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.5: Transformation parameters for 2.8Ghz P4E, N=1024, only L1 cache flushed

<table>
<thead>
<tr>
<th>BLAS</th>
<th>SV: WNT</th>
<th>PF X INS: DST</th>
<th>PF Y INS: DST</th>
<th>UR: AC</th>
</tr>
</thead>
<tbody>
<tr>
<td>sswap</td>
<td>Y:N nta:612</td>
<td>nta:32</td>
<td>16:0</td>
<td></td>
</tr>
<tr>
<td>dswap</td>
<td>Y:N t0:384</td>
<td>t0:40</td>
<td>32:0</td>
<td></td>
</tr>
<tr>
<td>scopy</td>
<td>Y:N nta:612</td>
<td>nta:1408</td>
<td>2:0</td>
<td></td>
</tr>
<tr>
<td>dcopy</td>
<td>Y:N nta:1152</td>
<td>t0:1152</td>
<td>2:0</td>
<td></td>
</tr>
<tr>
<td>dasum</td>
<td>Y:N t0:1408</td>
<td>n/a:0</td>
<td>16:2</td>
<td></td>
</tr>
<tr>
<td>dasum</td>
<td>Y:N nta:1792</td>
<td>n/a:0</td>
<td>16:2</td>
<td></td>
</tr>
<tr>
<td>saxpy</td>
<td>Y:N t0:768</td>
<td>t0:1152</td>
<td>8:0</td>
<td></td>
</tr>
<tr>
<td>daspy</td>
<td>Y:N t0:768</td>
<td>t0:384</td>
<td>8:0</td>
<td></td>
</tr>
<tr>
<td>sdot</td>
<td>Y:N nta:896</td>
<td>nta:1664</td>
<td>64:4</td>
<td></td>
</tr>
<tr>
<td>ddot</td>
<td>Y:N nta:1792</td>
<td>nta:1792</td>
<td>32:4</td>
<td></td>
</tr>
<tr>
<td>sscal</td>
<td>Y:N nta:256</td>
<td>n/a:0</td>
<td>2:0</td>
<td></td>
</tr>
<tr>
<td>dscal</td>
<td>Y:N nta:1336</td>
<td>n/a:0</td>
<td>2:0</td>
<td></td>
</tr>
<tr>
<td>isamax</td>
<td>N:N t0:1152</td>
<td>n/a:0</td>
<td>32:0</td>
<td></td>
</tr>
<tr>
<td>idamax</td>
<td>N:N nta:256</td>
<td>n/a:0</td>
<td>32:0</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.6: Transformation parameters for 1.6Ghz Opteron, N=1024, only L1 cache flushed

<table>
<thead>
<tr>
<th>BLAS</th>
<th>SV: WNT</th>
<th>PF X INS: DST</th>
<th>PF Y INS: DST</th>
<th>UR: AC</th>
</tr>
</thead>
<tbody>
<tr>
<td>sswap</td>
<td>Y:N</td>
<td>w:256</td>
<td>w:128</td>
<td>32:0</td>
</tr>
<tr>
<td>dswap</td>
<td>Y:N</td>
<td>w:128</td>
<td>w:128</td>
<td>32:0</td>
</tr>
<tr>
<td>scopy</td>
<td>Y:N</td>
<td>t0:64</td>
<td>none:0</td>
<td>4:0</td>
</tr>
<tr>
<td>dcopy</td>
<td>Y:N</td>
<td>none:0</td>
<td>none:0</td>
<td>4:0</td>
</tr>
<tr>
<td>dasum</td>
<td>Y:N nta:64</td>
<td>n/a:0</td>
<td>64:3</td>
<td></td>
</tr>
<tr>
<td>dasum</td>
<td>Y:N t0:256</td>
<td>n/a:0</td>
<td>4:4</td>
<td></td>
</tr>
<tr>
<td>saxpy</td>
<td>Y:N nta:128</td>
<td>w:128</td>
<td>4:0</td>
<td></td>
</tr>
<tr>
<td>daspy</td>
<td>Y:N nta:32</td>
<td>w:128</td>
<td>4:0</td>
<td></td>
</tr>
<tr>
<td>sdot</td>
<td>Y:N nta:192</td>
<td>nta:320</td>
<td>16:4</td>
<td></td>
</tr>
<tr>
<td>ddot</td>
<td>Y:N nta:256</td>
<td>nta:448</td>
<td>6:3</td>
<td></td>
</tr>
<tr>
<td>sscal</td>
<td>Y:N</td>
<td>w:256</td>
<td>n/a:0</td>
<td>32:0</td>
</tr>
<tr>
<td>dscal</td>
<td>Y:N</td>
<td>w:128</td>
<td>n/a:0</td>
<td>4:0</td>
</tr>
<tr>
<td>isamax</td>
<td>N:N</td>
<td>t0:32</td>
<td>n/a:0</td>
<td>16:0</td>
</tr>
<tr>
<td>idamax</td>
<td>N:N</td>
<td>t0:768</td>
<td>n/a:0</td>
<td>32:0</td>
</tr>
</tbody>
</table>
Figure 6.7: Percent speedup by transform due to empirical search

Figure 6.8: Percent speedup by transform due to empirical search (zoomed)
However, there are several individual cases where iFKO fails to provide the best performance. We analyze each such case in Section 6.6.

In examining the empirically tuned transformation parameter values (Tables 6.3, 6.4, 6.5 and 6.6) the most important observation is how variable these parameters are: they vary strongly depending on operation, architecture, and context. They vary weakly (mainly in prefetch distance) on precision as well. Without vectorization, other parameters would vary more strongly with precision (in vectorized code double and single precision operands are of the same size in bytes, and performing a vector computation on that data takes the same number of cycles, all of which is not true for scalar code of differing precisions). This suggests that any model capable of capturing this complexity is going to have to be very sensitive indeed. Note that while empirical results such as these can be used to refine our understanding of relatively opaque interactions (eg., competing compiler and hardware transformations), which in turn allows for building better theoretical models, one of the great strengths of empirical tuning is that full understanding of why a given series of transformations yielded good speedup is not required in order to achieve that speedup.

Empirical methods can be invaluable in adapting to unexpected architectural changes, particularly when the compiler has not yet been (or will never be) fully tuned to the new platform (eg. Intel compiler on AMD platform). Examining the results for the Opteron demonstrates the strength of empirical tuning over even aggressive profiling: notice that for both swap and axpy, icc+prof is many times slower than than icc+ref in Figure 6.2. To understand this behavior, we first observe that non-temporal writes (WNT) can improve performance anytime the operand doesn’t need to be retained in the cache on the P4E. On the AMD Opteron, however, non-temporal writes result in significant overhead unless the operand is write only. Icc’s profiling detects that the loop is long enough for cache retention not to be an issue, and blindly applies WNT, whereas the empirical tuning tries it, sees the slowdown, and therefore does not use it.
In addition to adapting to the architecture, empirical methods can be utilized to tune a kernel to the particular context in which it is being used. Figures 6.3 and 6.4 and Tables 6.5 and 6.6 show such an example, where the adaptation is to having the operands in L2-cache. This changes the optimization set fairly widely, including making prefetch much less important, and WNT a bad idea. Prefetch is still useful in keeping data in-cache in the face of conflicts, and so we see it provides greater benefit for the “noisier” (bus-wise) routines such as swap. In-cache, computational optimizations become much more important. One such is transformation is accumulator expansion (AE), which on the Pentium 4E accounts for an impressive 43% of sasum speedup in-cache, while only improving performance by 3% for out-of-cache.

The effect of context on which optimizations are most critical can be most easily seen by examining the AVG results of Figures 6.7 and 6.8. For out-of-cache, the most important adaptation is clearly prefetch distance, which is only modestly important for in-cache timings, where accumulator expansion (and for the Opteron, prefetch instruction type as well) becomes the more critical optimization.

An interesting trend to notice in surveying these results in their entirety is that the more bus-bound an operation is, the less prefetch improves performance. The reason for this seeming paradox is in how prefetch works: prefetch is a latency-hiding technique that allows data to be fetched for later use while doing unrelated computation. If the bus is always busy serving computation requests, there is no time when the prefetch can be scheduled that doesn’t interfere with an active read or write, and most architectures simply ignore them in this case. This is why operations such as swap or axpy get relatively modest benefit in out-of-cache timings. Since prefetch optimization is one of our key strengths for this context, it is easy to see why iFKO does much better on the Opteron than on the P4E (when compared against all tuning mechanisms, including icc) for this context: the Opteron, having a slower chip and faster memory access, is less bus bound, and so there is more room for empirical
improvement using this key optimization. For the Opteron’s in-cache performance, iFKO gets a similar boost in performance by varying the key parameters for this context, prefetch instruction type and accumulator expansion.

Figures 6.7 and 6.8 illustrate the importance of empirical tuning. While FKO has not undergone the intensive hand-tuning of the driving models for each particular architecture that occurs in traditional compiler porting, we tried to pick default values that make sense. Nonetheless, empirical tuning provided an almost factor of three speedup in the best case. Note that, again, operation, architecture, and context all strongly influence which transformation is most important. As we add more transformations that compete for the same resources, the value of empirical tuning should continue to climb. For instance, software pipelining, accumulator expansion, and register assignment all compete for registers, and thus striking the optimal balance will require information about their relative importance to the given operation, architecture and context. Empirical techniques appear to us to be the onlytractable way to address these concerns.

6.5 Interesting Asides

From examining the generated assembly, it appears that neither gcc nor icc chose to issue software-directed prefetch. This makes some sense, in that prefetch (particularly distance) is difficult to model, while these vector access patterns are easily detected by the hardware, which allows for the hardware prefetch unit to examine the fetch pattern during runtime in order to optimize. However, iFKO would have chosen ‘no prefetch’ if the hardware could do a better job, and as the timings demonstrate, the hardware prefetch is clearly no match for empirically-tuned software prefetch.

Gcc’s relative performance drop for in-cache tuning may at first seem surprising, but is easily understood given that gcc’s main weakness compared to the other compilers is that it cannot auto-vectorize the loops. In-cache, computational
optimizations are all-important, and vectorization is the computational optimization which generally provides the greatest speedup. Obviously, gcc’s relatively good performance on out-of-cache P4E is due to the flip-side of this: the P4E is more bus-bound than the Opteron, and therefore vectorization is less important for out-of-cache operation.

Figure 6.6 presents a puzzle for \texttt{iamax} on the P4E: the iFKO-tuned kernels are actually slightly slower (measured in MFLOPS) when ran and tuned for in-L2 operands than for when the kernels are run with cold caches! This appears to be a function of the vector length (remember that in-cache numbers use \( N = 1024 \), and out-of-cache numbers use \( N = 80000 \)); as the length is increased, performance goes up, until the asymptotic performance is reached. Note that after tuned prefetch is added, this routine is not bus bound. Therefore, there is little to no benefit from having the operands in cache.

Having a long vector length, however, conveys several advantages. One obvious one is amortizing loop startup and shutdown. This should be as true for the Opteron as for the P4E, however, and the Opteron did not run slower for the in-cache timings (it may appear so for single precision, but these numbers are within clock resolution of each other). The P4E also has a trace instruction cache, which means that the x86-decoding cost is also amortized over the loop length; since the in-cache loop is heavily unrolled, this may be a small factor, but it seems unlikely to make such a noticeable difference. Note that if unrolling was a large burden, it would not have resulted in speedup, and the empirical search would not have retained it. Therefore, the bulk of the difference is probably due to the way \texttt{iamax} operates on normalized vectors. As the vector length grows, the number of branches that are actually taken (in order to change the maximum) shrinks in proportion to the total number of branches that are considered. Since each of these taken max branches results in a mispredict, and the P4E has 20 stage pipeline, getting the percentage of mispredicts
down is critical on this architecture, and thus the longer the loop, the more efficient
the algorithm.

6.6 Learning from Defeat

In this section we examine the cases where iFKO failed to provide the most
optimal kernel implementation. Tables 6.7(a) and 6.7(b) summarize the cases (for
out-of-cache and in-L2 cache, respectively) where the previously reported timings
indicate that FKO did not provide the most well-tuned kernel. In these tables we
first supply the architecture where the loss occurred (p4e/opt) and the tuning
methodology that provided the best observed performance. We then report the
performance of the two kernels in question (best tuning method and iFKO) in
MFLOPS, followed by the appropriate abbreviation describing the reason for the
loss (defined below). Many of the cases turn out to be the result of search resolution
errors, and in those cases Table 6.8 shows the new parameter values and performance
results (this table is described in greater detail below).

There are several possible causes for iFKO to lose, and we need to distinguish
between them in order to draw proper conclusions. The categories of importance
(and their abbreviations used in Table 6.7) are:
Table 6.8: Better Transformation Parameters Found by Repeated Searches

<table>
<thead>
<tr>
<th>ARCH</th>
<th>CACHE</th>
<th>BLAS</th>
<th>SV: WNT</th>
<th>PF X INS: DST</th>
<th>PF Y INS: DST</th>
<th>UR: AC</th>
<th>BEST: MFLOP</th>
</tr>
</thead>
<tbody>
<tr>
<td>P4E</td>
<td>OC</td>
<td>dcopy</td>
<td>Y:Y</td>
<td>none:0</td>
<td>none:0</td>
<td>2.0</td>
<td>N:205</td>
</tr>
<tr>
<td>P4E</td>
<td>OC</td>
<td>saxpy</td>
<td>Y:Y</td>
<td>nta:384</td>
<td>nta:512</td>
<td>2.0</td>
<td>Y:580</td>
</tr>
<tr>
<td>P4E</td>
<td>OC</td>
<td>daxpy</td>
<td>Y:Y</td>
<td>nta:384</td>
<td>nta:512</td>
<td>2.0</td>
<td>Y:293</td>
</tr>
<tr>
<td>P4E</td>
<td>OC</td>
<td>dscal</td>
<td>Y:Y</td>
<td>nta:896</td>
<td>N/A:0</td>
<td>1.0</td>
<td>N:210</td>
</tr>
<tr>
<td>P4E</td>
<td>IC</td>
<td>sswap</td>
<td>Y:N</td>
<td>t:0:128</td>
<td>t:0:1408</td>
<td>4.0</td>
<td>T:899</td>
</tr>
<tr>
<td>P4E</td>
<td>IC</td>
<td>dswap</td>
<td>Y:N</td>
<td>nta:96</td>
<td>nta:1280</td>
<td>1.0</td>
<td>T:443</td>
</tr>
<tr>
<td>P4E</td>
<td>IC</td>
<td>dscal</td>
<td>Y:N</td>
<td>t:0:1536</td>
<td>N/A:0</td>
<td>1.0</td>
<td>Y:1060</td>
</tr>
</tbody>
</table>

- **clk:** Two timings are actually within clock resolution. Determined by timing each kernel five times, if one kernel wins at least four of the head-to-head timings, it is declared the winner, otherwise they are declared to be within clock resolution.

- **src-hclk:** Clock resolution has caused the search reported in this paper to choose a less-optimal value for one or more of the empirical tuned parameters (for example, assume that **UR**=16 is optimal, but during the timing of this case unrelated load caused the timing to be inflated, and so **UR**=8 was selected instead). In order to find this kind of error, we run the search for each disputed kernel three additional times, and see if we get better results. If we do, we employ the clock resolution test to determine if it is better than the other two kernels in question (first, the previous iFKO kernel, and second, the so-far best kernel). When a rerunning of the search provides an iFKO-tuned kernel that is genuinely better than that previously reported, we summarize the new results in Table 6.8. This table of search results also includes several new columns from the previously reported tables (Tables 6.3, 6.4, 6.5 and 6.6). First, we specify the architecture (p4e/opt) and cache state (OC: all caches flushed, IC: only L1 cache flushed). The last column of the table is also new, and reports whether the new kernel was actually better than any other tuned kernel (Y), or if it ran within clock resolution of the best of the other tuned kernels (T),
or if, even after the search improvement, it is still more than clock resolution slower than the best tuned mechanism (N). To make this determination, we perform the clock resolution test comparing the new iFKO kernel against the previous best case.

- **search-as**: Our empirical search has an error in it’s assumptions. For instance, perhaps additional parameters need to be empirically tuned, or a greater range of values need to be searched for a parameter that is already empirically tuned. It is difficult to automate the detection of this loss category, but monitoring full tuning output for general trends and examining the generated assemblies by eye can help.

- Lastly, FKO can be inadequate in some way:

  1. **fko-ns**: FKO does not support a needed transformations. Can be diagnosed by examining the generated assembly, and seeing what transformation(s) the best-tuned kernel performed that FKO does not. In this case, we need to identify if the transformation can be added to FKO, and whether it will be worthwhile to do so.

  2. **fko-an**: The most well-tuned kernel used a transformation that FKO can apply, but that it failed to apply to the kernel in question because FKO’s analysis was unable to determine either how to do so, or if such a transformation was legal. In this case, we would like to understand if the analysis can be expanded, and/or if the problem may be addressed using markup.

  3. **fko-ma**: FKO has misapplied known optimization(s). I.e., another method has used the same transformations as FKO, but has applied them more optimally or synergistically. In this case, we will want to examine if
this differing application is better in general, and if so, if FKO can use it as well.

One of the main purposes in categorizing these cases is determining which losses represent opportunities for learning, and thus deserve greater examination. Therefore, we do not further analyze the cases where Table 6.8 shows iFKO actually producing winning or tying results. All other loss cases are examined in detail in their own subsection. There are no in-L2 cache cases where iFKO cannot produce the most well-tuned implementation, other than \texttt{iamax}, so each of the following sections deals mainly with out-of-cache results. Section 6.6.1 describes the problems leading to the \texttt{iamax} results for all contexts and architectures, Section 6.6.2 investigates \texttt{dcopy} on the P4E and Section 6.6.3 details the issues for \texttt{dscal} on the same architecture. Finally, Section 6.6.4 investigate the \texttt{daxpy} loss on the Opteron.

6.6.1 \texttt{iamax} for All Architectures

The routine where iFKO is least effective in general is \texttt{iamax}, and the main reason for this is easily understood. This operation has a dependence distance of one, and we are currently unable to automatically vectorize it. It can, however, be legally vectorized, and the hand-tuned assembly code does so, which allows it to handily outperform iFKO's kernel in many instances. Whether or not we can discover how to auto-vectorize this loop through additional analysis, and how much if any user markup we would need to do so, is an area of research that we have not yet undertaken. Since it is not immediately obvious how to do the required analysis, we are unlikely to spend time on this problem in the immediate future, as this is the only kernel in all of the BLAS that would benefit from this fix.

The reason for the magnitude of the gap between iFKO and the hand-tuned performance is inherent in the way vectorization affects this operation. Normally, vectorization is primarily a computational optimization, which is usually a fairly
low-order term in these Level 1 operations as they are more typically constrained by the bus speed. However, \texttt{iamax} has only a single input vector, and no output vectors, and so it is less bus-bound than most. Further, unlike the other surveyed operations, \texttt{iamax} involves a branch. When this branch must be taken due to finding a new maximum, it will usually be mispredicted (as the most common case is when the new value is not larger than the current maximum), which will cause a pipeline flush. As the P4E has a 20 stage pipeline, this is a significant cost.

When \texttt{iamax} is vectorized, not only does it reduce the computation by something close to the vector length (as in most operations), but it also decreases the number of branches executed by a similar amount. As would be expected (due to its increased vector length), single precision shows a much larger gap between vectorized and unvectorized than double precision.

### 6.6.2 Pentium 4E \texttt{dcopy}

On the P4E, the iFKO-tuned kernel is significantly slower than the hand-tuned assembly. The iFKO-tuned kernel gets 205 MFLOPS, whereas the hand-tuned achieves 260. In order to understand why, we examine the implementations in question. Figure 6.9 shows the listing of the hand-tuned kernel from ATLAS, while Figure 6.10(a) shows the inner loop of iFKO’s tuned kernel.

The inner loop of the hand-tuned kernel is comprised of lines 44-64 of Figure 6.9. Contrasting this with Figure 6.10(a) might lead to the idea that it is either the greater unrolling, or the differing scheduling that is providing the speedup. However, Figure 6.10(b) actually runs runs slightly slower (198 MFLOPS) than Figure 6.10(a). Note that the loops are still different, in that Figure 6.10(b) uses SSE rather than Figure 6.9’s MMX, but their effective unrolling and scheduling are now the same.

The real reason for the hand-tuned kernel’s substantial win is that it employs an optimization that FKO does not presently support, called \textit{block fetch} [47]. The basic idea is to perform a given computation (in this case, a copy) in two phases.
Figure 6.9: Hand-tuned dcopy Assembly Routine for P4E
As generated

(a) As generated

(b) Hand-scheduled

Figure 6.10: Inner loop of iFKO-tuned P4E dcopy

first phase, the operands are burst loaded into cache via a series of cache line length
separated loads (lines 33-41 of Figure 6.9). In the second phase (lines 44-64) the
computation is performed on the data that was loaded in phase 1.

In order to bring the data into cache, the problem must be blocked or partitioned,
and in this case the block factor was 512 double precision elements. The dual phases
result in the two inner loops, and the blocking around these phases results in the
outer loop around them (this outer loop starts on line 29 and ends on line 69).

Block fetch can be particularly effective for bus-bound operations, where prefetch
cannot help (or indeed, for architectures not possessing prefetch). In normal code,
loads are intermixed with computation, and there are multiple loads per cache line.
This can result in poor bus utilization even when the operation is bus bound. Block
fetch drives the bus at its maximal rate by issuing only one fetch per cacheline,
with no delays between requests. As an additional optimization, this burst loop
(lines 36-41) runs backwards (i.e., starts at the end of array and iterates to the
beginning), but the fetches unrolled inside it run forward. This non-linear fetch
pattern is designed to confuse the hardware prefetch unit, so that it will not issue
any hardware prefetch instructions (which would represent useless overheads on most
architectures).
This optimization can be added safely to a general compilation framework, and since it is one of the few techniques that can help truly bus-bound operations, and because it can be applied to any architecture (no special hardware/ISA support required), we plan to add it to FKO.

6.6.3 Pentium 4E dscal

The best kernel for this routine is actually a hand-written ANSI C implementation (using inline assembly for prefetch) compiled by gcc. The performance of this kernel was reported at 219 MFLOPS, but subsequent timings showed performance more in the range of 212. However, it does always beat the iFKO-tuned kernel, which gets performance of around 209. Our search always applies vectorization when legal. In this case, slightly better results are obtained when vectorization is not applied. In fact, the iFKO-tuned kernel moves slightly ahead if we use an unvectorized kernel, with unrolling of 8, and prefetch distance of 384 bytes. This boosted FKO performance to an average of 213 MFLOPS, enough to win four out of five head-to-head comparisons with the hand-tuned code.

Therefore, we are left with the question of why the scalar code would be faster than the vectorized loop. It is difficult to provide a definitive answer, but we can certainly hazard an educated guess. Cache line elements are filled in-order, and the scalar code needs to fill less of the cache line in order to start the computation, which could result in slightly fewer stalls on the first load from a given cache line. Since this computation is completely bus-bound, vectorization’s greater computational peak is of no benefit, and thus the scalar version is very slightly faster. This would explain why the effect is so small, as well as why we don’t see it with less bus-bound operations.

This minor improvement does not seem to mandate additional empirical tuning, particularly as additional optimizations may render it moot (e.g., perhaps with block fetch or software pipelining of the loads and stores the vector code’s computational
advantage will provide a speedup over scalar), unless it is shown to be true for more architectures and operations.

6.6.4 Opteron daxpy

The search chooses the prefetch instruction type to use before the distance is tuned. There is obviously a dependence here, and our assumption was that the type of instruction used was more fundamental, and thus it made sense to make this decision first. However, in this case, while using \texttt{prefetchw} for the prefetch of $Y$ at the default distance results in slower execution than using \texttt{prefetch0}, just the opposite is true once the distance has been tuned. Changing the $Y$ prefetch instruction to \texttt{prefetchw} in the parameters given in Table 6.4 boosts performance from 234 MFLOP to 257, which would make iFKO the best tuning methodology. This points out an error in our assumptions for the search, and we will need to perform additional studies to determine the correct adjustments to make.

In the worst case, we must do a true 2-D search on these parameters: perform the distance subsearch for each supported instruction. In order to see how best to address this dependence, this should probably be implemented and tested across a range of architectures so that general trends can be determined. Only if no unifying trends can be spotted will we leave this as iFKO's default methodology, however, since the distance search is already our longest-running sub-search.

There are various trends that could lend themselves to quicker searches. For instance, if the distance is fairly independent of instruction type across architectures, it makes sense to simply reverse the decision order (i.e., search for distance first, and then instruction type). We performed this reversal, and it resulted in no change for in-cache or P4E performance, but boosted Opteron out-of-cache performance on several operations, without losing performance anywhere. So, with our present sample set, this appears to be a superior ordering. Doing the search in this order sped
up the following routines out-of-cache on the Opteron, by the specified percentage: 
\texttt{sswap} : 9\%, \texttt{saxpy} : 15\%, \texttt{daxpy} 13\%, and \texttt{sdot} : 4\%.

There are several other options that may work better in general. For instance, we could retain the present ordering, but after the prefetch distance is tuned, the prefetch instruction tuning search is performed again, and if this results in a change, the new instruction type is substituted. If and only if a substitution is required, we can then rerun the distance search, if the trends show this is necessary. Perhaps the best approach would be to perform a crude distance search first (for instance, searching only powers of two), then tune the instruction type, followed by a more complete distance search. It may be that indeed the prefetch instruction type is a more fundamental choice, but before distance tuning, the difference between instruction types is below clock resolution, leading to essentially a random selection. In this case, a crude distance tuning should be sufficient to allow for a more accurate selection.
CHAPTER 7

FUTURE WORK, SUMMARY AND CONCLUSIONS

This final chapter provides some concluding remarks, and is organized in the following way: Section 7.1 describes some key areas for future investigation, Section 7.2 briefly recapitulates the highlights of this work, and Section 7.3 draws some conclusions from the presented studies.

7.1 Future Work

The amount of future work, in particular the number of optimizations of interest, are so extensive that discussing them in full is probably not possible. Therefore, in this section we concentrate on some broad extensions that are clearly needed, as well as the specific optimizations that have been identified as particularly beneficial based on our current results. Section 7.1.1 discusses the extensions to our optimizing compiler (FKO), while Section 7.1.2 discusses some key search issues.

7.1.1 Future Work on FKO

There are two optimizations that we believe would improve even our current results, both of which would be implemented as fundamental transformations. The first is block fetch, as discussed in Section 6.6.2, which would probably be applied before any other optimization (since this transformation results in additional loops, it would be necessary for later fundamental optimizations to tune the computation loop).
The second (short-term) transformation of interest is software pipelining, which would be applied after vectorization. While the x86’s out-of-order execution and register renaming makes software pipelining the linked multiples and adds less important than on in-order architectures, software pipelining of load/use and use/store should provide more efficient implementations, even for the studied Level 1 kernels. At the same time, software pipelining dependent multiplies and adds will be critical on architectures (such as the SPARC) that are both in-order and possess separate multiply and add FPU units.

The next targets for optimization would be the Level 3 BLAS. As we have seen, all of these operations are tuned using the in-L1 gemm kernel, which is implemented using three nested loops. For efficient optimization of these operations, we will therefore want to introduce additional optimization phases, new pointer support, and extended markup opportunities. In pointer support, we need a way to indicate (or derive) when inner-loop pointers actually point to separate locations (usually rows or columns) within a single multidimensional array. Knowing that given inner loop pointers come from a single array can allow us to alleviate integer register pressure through use of CISC indexing on the x86, and this is critical on the IA-32 ISA, where insufficient integer registers would otherwise restrict outer loop unrolling to values well below the optimal.

We will almost certainly want to add an outer-loop markup that allows the user to suggest and limit outer-loop unrolling. The type of outer loop unrolling we are interested in is called “unroll and jam” [48], as unrolling of the outer loop(s) results in issuing more instructions in the single inner loop, not, for instance, duplicating the inner loop, resulting in multiple inner loops. Along with unroll and jam, we will need a repeatable transformation similar to scalar replacement [24] in order to enable register blocking.

Our present prefetch strategies always assume that the data being prefetched will eventually be used during the loop iterations. In GEMM, it is often the case that it
is more efficient to fetch the next cache block while operating on this one. Therefore, we will want to introduce prefetching of unrelated memory during computation.

Finally, in GEMM, once we support unroll and jam, the inner loop (which on the x86 will always be vectorized) acquires multiple accumulators. We presently reduce any vector accumulators to scalars individually in the inner loop epilogue. We can optimize this process when multiple accumulators are being used, and since this epilogue code is now nested inside outer loops (and it is usually not the case that it can be pushed out of them), it becomes critical to do so. We will similarly need to make copy propagation more efficient in handling scalar-to-vector conversions at the beginning and end of the loops, as highlighted in the SV example given in Section 5.7.1.1.

While it will not be critical for our most important Level 3 kernel, as we deal with more deeply nested loops, it will probably become advantageous to add generalized loop invariant code motion, in order to hoist/push all operations (rather than just loads and stores) as far out of the loops as possible.

Once iFKO can fully tune the Level 3 BLAS, it will be time to consolidate some of our preexisting support. This includes handling misalignment for SIMD vectorization, complex type support, and additional architectures, all discussed in turn below.

We have previously discussed misalignment in detail, and we will proceed with this work as outlined in Section 5.5. Once we have support for exploiting alignment guarantees based on 2-D array usage, iFKO will be ready to tune the Level 2 BLAS.

We will certainly not examine other architectures in detail until we can convincingly tune both the Level 1 and 3 BLAS, as previously described. Only at this stage will it make sense to extend our architecture support, and we will examine the PowerPC architecture next. This may involve additional optimization support, and will certainly require tuning various presently-supported phases. For instance, SIMD vectorization needs to be ported to support the PowerPC's vector unit, AltiVec. We
will also want to examine using the PowerPC’s specialized index register for LC (optimize loop control).

Just as with ANSI C, our HIL does not presently support complex numbers. Of course, complex kernels may be written in terms of real computations, but this is inconvenient for the implementer. Therefore, it makes sense to add a complex type. Note that this is not needed for Level 3 BLAS support, as ATLAS uses the real kernel to tune the complex case, as discussed in Chapter 3. Complex support will, however, help with the Level 1 and 2 BLAS support. Complex arithmetic is composed of a series of dependent real arithmetic operations, and since these real operations have a dependence distance of one, they can be a barrier to SIMD vectorization if they are not handled appropriately. The SSE3 ISA extension added instructions specifically designed to handle complex arithmetic without unneeded permutation or redundant computation, so FKO will need to exploit SSE3 to avoid these overheads. In order to enable this SIMD optimization, it seems likely that the front end will generate synthetic LIL instructions which are placeholders for complex arithmetic. In SV these synthetic instructions will then be substituted with the appropriate SSE3 instructions, or if SV is not applied, a new fundamental transformation phase would replace them with the appropriate real computations.

7.1.2 Future work on iFKO’s Search

Section 6.6.4 pointed out the need for a better approach to prefetch instruction selection, and this will be the first area of work for the search. We have also seen that clock resolution problems have caused substandard results to be issued, and thus it makes sense to examine if the timings can be made more precise. More fundamentally, the addition of unroll and jam will provide several dimensions of dependent optimizations (e.g., for matrix multiply, unrolling the two outer loops strongly changes the inner loop). In these cases, we must determine if we will be forced to employ a full multidimensional search in order to get robust results, or if
we can instead make simplifying assumptions which allow us to severely restrict the interactions. If we cannot find such simplifying assumptions, it becomes very likely that we will have to abandon the line search for a more advanced technique that can optimize the search of such a high dimensional space, and both simulated annealing and genetic algorithm are promising candidates.

7.2 Summary

In the introduction, we discussed the importance of performance tuning for high performance computing, and highlighted the key weaknesses inherent in traditional methodologies. We then described how empirical techniques, embodied in the AEOS concept, have proven to be a successful response to these challenges. Chapter 3 then described our first AEOS effort, the empirically tuned library generator ATLAS. This pioneering research has proven to be extremely successful, in both research aims and practical use. ATLAS-tuned libraries are used by a worldwide audience of scientists, engineers, and educators every day. The success of this project has inspired a great deal of related research, and as a result the ATLAS papers are highly cited in the literature (in both high performance computing, and more recently, compilation research).

The following chapters described the more generalized research we have undertaken recently, embodied in our empirical compilation framework, iFKO. Chapter 4 described the basic ideas behind this work, and the design philosophy we utilize to guide and prioritize our efforts, with Chapter 5 filling in the details of our current implementation of this framework. Finally, Chapter 6 discussed the results we have achieved in applying the current framework to the Level 1 BLAS.
7.3 Conclusions

We have shown how empirical optimization can help adapt to changes in operation, architecture, and context. We have discussed our approach to empirical compilation, and presented the framework we have developed. We have demonstrated that even on simple, easily analyzed loops that many would expect to be fully optimized by existing compilers, empirical application of well-understood transformations provides clear performance improvements. Further, even though our current palette of optimizations is limited compared to that available to the hand-tuner, we have presented results showing that this more fully automated approach results in greater average performance improvement than that provided by ATLAS’s hand-tuned (and empirically selected) Level 1 BLAS support. Note that our initial timings show iFKO already capable of improving even Level 3 BLAS performance more than icc or gcc, but due to the lack of outer-loop specialized transformations (a large component of our future work) we are presently not competitive with the best Level 3 hand-tuned kernels. Therefore, as this framework matures, we strongly believe that it will serve to generalize empirical optimization of floating point kernels, and that it will vastly reduce the amount of hand-tuning that is required for high performance computing. Finally, it appears certain that an open source version of such a framework will be a key enabler of further research as well. For example, just as ATLAS was used to provide feedback into model-based approaches [49], iFKO will provide an ideal platform for tuning and further understanding the models used in traditional compilation, while a fully-featured FKO will provide a rich test bed for research on fast searches of optimization spaces.
APPENDIX

ANSI C AND HIL KERNEL IMPLEMENTATIONS

This appendix provides the ANSI C and HIL implementations for each studied routine. We show the double precision version (the single precision is the same with the appropriate variable declarations changed). Figures [A.1, A.2, A.3, A.4, A.5, A.6, A.7] show [dswap, dcopy, dasum, daxpy, ddot, dscal, idamax], respectively.

```
ROUTINE ATL_USWAP;
    PARAMS :: N, X, incX, Y, incY;
    INT :: N, incX, incY;
    DOUBLE_PTR :: x, y;
ROUT_LOCALS
    INT :: i;
    DOUBLE :: x, y;
ROUT_BEGIN
    LOOP i = 0, N
        LOOP_BODY
            x = x[t];
            y = y[t];
            x[t] = y;
            y[t] = x;
            x += 1;
            y += 1;
        LOOP_END
    LOOP_END
```

(a) ANSI C  

```
void ATL_USWAP(const int N,
    double *X, const int incX,
    double *Y, const int incY)
{
    int i;
    double tmp;
    for (i=0; i < N; i++)
    {
        tmp = Y[i];
        Y[i] = X[i];
        X[i] = tmp;
    }
}
```

(b) HIL

Figure A.1: dswap implementations
Figure A.2: dcopy implementations

```c
void ATL_UCOPY(const int N,
               const double *X,
               const int incX,
               double *Y, const int incY)
{
    int i;
    for (i=0; i < N; i++)
        Y[i] = X[i];
}
```

Figure A.3: dasum implementations

```c
double ATL_UASUM(const int N,
                  const double *X,
                  const int incX)
{
    int i;
    register long *t0=0, *t1;
    for (i=0; i < N; i++)
        t0 = X[i];
    return(*t0);
}
```
Figure A.4: daxpy implementations

```c
void ATL_daxpy(const int N,
    const double alpha,
    const double *X,
    const int incX,
    double *Y, const int incY)
{
    int i;
    for (i=0; i < N; i++)
        Y[i] += alpha * X[i];
}
```

Figure A.5: ddot implementations

```c
double ATL_ddot(const int N,
    const double *X,
    const int incX,
    const double *Y,
    const int incY)
{
    register double dot=ATL_zero;
    int i;
    for (i=0; i < N; i++)
        dot += X[i] * Y[i];
    return(dot);
}
```
void ATL_USCAL(const int N,
        const double alpha,
        double *X,
        const int incX)
{
    int i;
    for (i=0; i < N; i++)
        X[i] ← alpha;
}

int ATL_UIAMAX(const int N, N, incX,
        const double *X,
        const int incX)
{
    register double xmax, x0;
    int i, iret=0;
    if (N > 0)
    {
        xmax = *X;
        xmax = fabs(xmax);
        for (i=1; i < N; i++)
            {
                x0 = X[i];
                x0 = fabs(x0);
                if (x0 <= xmax) continue;
                else
                    {
                        xmax = x0;
                        iret = i;
                    }
            }
    }
    return(iret);
}

(a) ANSI C  (b) HIL

Figure A.6: dscal implementations

int ATL_UIDAMAX;
        PARMS :: N, X, incX;
        INT :: N, incX;
        DOUBLE_PTR :: X;
        ROUTLocals
            INT :: i;
            DOUBLE :: x, y;
        ROUT.Begin
            loop i = 0, N
                loop body
                    x = X[i];
                    x = x + alpha;
                    X[i] ← x;
                    i ← i + 1;
            loop end
        ROUT.End

        (a) ANSI C  (b) HIL

Figure A.7: idamax implementations
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