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Abstract

This study presents a Feynman—Kac path-integral implementation for solving the Dirichlet problem for Poisson’s
equation. The algorithm is a modified “walk on spheres” (WOS) that includes the Feynman—Kac path-integral
contribution for the source term. In our approach, we usb-eonditioned Green'’s function instead of simulating
Brownian trajectories in detail to implement this path-integral computation.hftenditioned Green'’s function
allows us to represent the integral of the right-hand-side function from the Poisson equation along Brownian
paths as a volume integral with respect to a residence time density functiamctiveitioned Green’s function.

The h-conditioned Green’s function allows us to solve the Poisson equation by simulating Brownian trajectories
involving only large jumps, which is consistent with both WOS and our Green'’s function first-passage (GFFP)
method [J. Comput. Phys. 174 (2001) 946]. As verification of the method, we tabuldtetralitioned Green’s
function for Brownian motion starting at the center of the unit circle and making first-passage on the boundary of the
circle, find an analytic expression fitting theconditioned Green'’s function, and provide results from a numerical
experiment on a two-dimensional Poisson problem.
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1. Introduction

Since Muller proposed the “walk on spheres” (WOS) method for solving the Dirichlet boundary value
problems for the Laplace equatif@], WOS has been a popular method. In addition, this random-walk
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based approach has been extended to solve other, more complicated, partial differential equations includ
ing Poisson’s equation, and the linearized Poisson—Boltzmann eqi@&ti@pin WOS and our Green’s
function first-passage (GFFP) methddl, instead of using detailed Brownian trajectories inside the do-
main, discrete jumps are made using the first-passage probability distributions. In this paper, the WOS
method, which utilizes the uniform first-passage probability distribution over a sphere, is combined with
the Feynman—Kac formula to solve the Dirichlet boundary value problem for Poisson’s equation. Even
though the Feynman—Kac formula is well known among mathematicians and mathematical physicists,
[10-12] as a computational technique, it has not been much implemented, even for simple cases, despit:
the fact that some modified WOS methods are mathematically derivable from Feynmgb}Kae

thus feel that it is worthwhile to present methods based on the Feynman—Kac formula for some simple
problems to show its utility.

Here, we implement the Feynman—Kac formula for a simple Poisson problem. In the Feynman—Kac
formula, the solution to a partial differential equation at a point is given as an average of a functional over
Brownian motion trajectories. Instead of simulating the detailed Brownian trajectory, we use discrete
WOS jumps together with amconditioned Green’s functiofi 1] to incorporate the source term in the
Poisson equation. While different Green’s functions have been used in previous work of[81&k
for the source term in the Poisson’s equation, Himonditioned Green’s function has never been used
in this way. Theh-conditioned Green’s function gives the probability density distribution of a Brownian
trajectory inside a ball during its passage from the ball’'s center to an exit point on the ball’'s boundary. It
is a spherical analog of the Brownian bridge. Thisonditioned Green'’s function is used in place of a
direct simulation of the Brownian trajectory because it gives the Brownian walker’s density distribution
inside the ball.

This paper is organized as follows. 8ection 2 we explain how to implement the Feynman—-Kac
path-integral method for the Dirichlet problem for Poisson’s equatioBelction 3we give a numerical
example. InSection 4 conclusions are presented and future work is discussed.

2. Modified “walk on spheres’

In this section, we explain how to combine the WOS metf&dvith the Feynman—-Kac path-integral
representation for solving the Dirichlet problem for Poisson’s equation. Our implementation is based
on the well-known Feynman—Kac representation of the solution to the Dirichlet problem for Poisson’s
equation. Recall that the Dirichlet problem for Poisson’s equation is:

JAu(x) = —q(x), xeD, @)
ulx) = f(x), xeaD. 2)

The solution to this problem at the poixg, given in the form of the path-integral with respect to standard
Brownian motionW,, is as follows[10,11}

u(xo) = E [ /0 (W) dr] - ELf (W), 3)

Here,typ = inf{r : W, € dD} is the first-passage time arl,, is the first-passage location on the
boundary,d D. Here, we assume th&tt;p] < oo for all xg € D, f(x) andg(x) are continuous and
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bounded, and that the bounda#y), is sufficiently smooth so as to ensure the existence of a unique
solution,u(x), that has bounded and continuous first- and second-order partial derivatives in any interior
subdomairj10,11].

Instead of simulating the detailed irregular motion of the Brownian trajectories, we usedmelitioned
Green’s functiorj11] for a ball with WOS as a probability density function. Theonditioned Green'’s
function gives the probability density distribution of the Brownian trajectory inside the ball during its
passage from the center to the boundary. We construct a Brownian trajectory as a sequence of discrete
jumps from ball centers to ball surfaces. By using ltheonditioned Green’s functiorX (x, z), the first
term of Eq. (3)for theith ball of a WOS (Brownian) trajectory becoméd]:

/ qg(x)K(x,z)dx. 4
B;
Here, B; is theith ball andz is the first-passage location on the surface of the ball, making the preceding
a volume integral.

Eq. (4)readily permits the use of WOS to eliminate the need to compute the detailed Brownian trajectory.
Instead, the Brownian trajectory is built up with a series of discrete jumps in continuous space terminating
on the boundary) D. Jumping from ball to ball never permits a trajectory to land exactly on the boundary.
Thus, we use the standard WOS approach of “fattening” the boundasytdogreate a capture region
that is used to terminate the wdl|. The error associated with this approximation has been theoretically
estimated in previous WOS studi@s9] and with our GFFP method reabsorption layer is needét]].

We wish to compute the solution to the Dirichlet problem for Poisson’s equatiafy. &or each
Brownian trajectory starting ato, with ane-absorption layer, we accumulate the internal contribution
for each ball and score the functional value of the boundary condition at the final exit locatbiin.on
And so, an estimate for the solutionxaf is given by the statistic

1 N
Sy = I ; Y, )
whereN is the number of trajectories and each statifficjs given by
Y=Y {f @)K (x, zj-)dx} + (W) (6)
j=1 LY BGGrp)

Heren; isthe number of WOS steps needed foritieBrownian trajectory to terminate in teeabsorption
layer, x'; is the center of th¢th ball of radiusr}, z'; the first-passage location on the surface ofjthe
ball, andW.. is the first-passage location on the boundary,

3. Numerical experiments

In this section, we demonstrate our Feynman—Kac implementation by solving numerically a boundary
value problem for Poisson’s equation. We use as our donigithe unit disk minus the first quadrant,
which was used in previous research by DelLaurentis and Ro@k(8eeFig. 1).

We consider the Poisson equation:

IAu(x) = —(1-1r2) e7/2 7)
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Fig. 1. Modified WOS:xg, x1, .. ., Xiyonos x, are a series of discrete jumps of a Brownian trajectory which terminates on
absorption in the-absorption layer.

with the boundary conditions(r, 0) = e*/2, u(r, —37/2) = —r3+e*/2 andu(1, ) = sin(6/3)+
e~1/2. The known analytic solution is
u(r, 0) = r*® sin(to) + e/2. 8)

For this two-dimensional problem, threconditioned Green'’s function was obtained via simulation at
first and later found in analytic form (ségpendix A). The cumulative radial distributiom,(r), on the
unit circle of thish-conditioned Green’s function is given by

p(r) = r?2log(r) + 1), )
and the conditional cumulative angular distributipti¢), by
1 1 1+a ¢
p(¢) = > + ;arctan(l — atan(§>> ) (10)

Here,a is the given radial position anfiranges from-7 to 7 with respect to the first-passage location on
the circular boundary. IRig. 2, the cumulative density functions are shown. The simulation to compute
the h-conditioned Green'’s function was done on the unit circle with Bfownian trajectories, a 10
sizede-absorption layer, and radial step size 0®IR (seeFig. 3). For each Brownian trajectory, we
record the locations of the Brownian trajectory at each step until first-passage on the circular boundary.
After each trajectory, we rotate this distribution to the reference first-passage location and accumulate the
results. This method is what we refer to as the simulation—tabulation mgthdtishould be noted that
the cumulative radial distribution found here is the same as that used previously by other resgirchers
and the analytic form of the conditional cumulative angular distribution is the two-dimensional Poisson
kernel[11].

Theith estimate of the solution to Poisson’s equation is given by

n;

Blxjry)

j=1
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Fig. 2. h-Conditioned Green'’s function. (a) Cumulative radial distributipty,), on the unit circle: the filled circles are the
simulation results and the solid line is the analytic form. (b) Conditional cumulative angular distriguigonon the unit circle:

the filled circles, diamonds and crosses are the simulation results and the solid lines are the analytic forms. The angle is with
respect to the first-passage location on the circular boundary.

Here,xi. is the center of the circle of radiu$. Instead of integrating the first term Bfy. (11) we can
use the “one-point random estimation inside the sphere” (OPRE) mghod

ni

Y, =Y 20HZE[q(CD] + f(Wy ). (12)
j=1

Here,C! is the sampling location inside tlj circle. At first, the radial position is selected according to
the cumulative radial density and for the given radial position the angular position is selected according

2m/100 -

Fig. 3. Simulation on the unit circle: the radial and angular positions are divided into 100 grid points.



352 C.-O. Hwang et al./ Mathematics and Computersin Smulation 62 (2003) 347-355

Table 1

Simulation results for the solution at five different points

r 0 Exact Monte Carlo Variance Average number of steps
0.1244 —0.7906 0.8623 0.8605 0.0948 19.67

0.2320 —0.0274 0.9678 0.9677 0.0049 15.48

0.2187 —3.3975 0.4308 0.4295 0.1797 20.52

0.1476 —4.1617 0.4696 0.4688 0.0848 19.25

0.0129 —1.4790 0.8889 0.8889 0.0555 18.81

The absorption layer thicknessds= 10-6 and the number of trajectorieg = 10°.

to 2 arctan{(1—x)/(1+x)}tan(mn)], wheren is a random number uniform ir-0.5, 0.5). The angular
position ranges from-r to 7t with respect to the first-passage location on the circular boundainje 1
shows our simulation results for the solution at five different points. The absorption layer thickness is
€ = 1079, and the number of trajectories for each rumvis= 10°.

The errors associated with this implementation are (1) the error associated with the number of trajec-
tories (sampling error), (2) the error associated withettadsorption layer, and (3) the error associated
with the integration used for the source term. We can reduce the statistical sampling error by increasing
the number of trajectories. The error associated withetladsorption layer can be reduced by reduc-
ing €, thee-absorption layer thickness. However, increasing the number of trajectories will increase the
running time linearly, while reducing will increase running time as @oge¢|). In Fig. 4(a), we see the
usual relationship between running time and the thickness ef-tizsorption layer in WOS: Qloge|).

The reason for this is that the running time increases proportionally to the number of WOSusteps,
which is itself Qloge]) [3]. The error from thes-absorption layer can be investigated empirically if

we have enough trajectories so that the statistical sampling error is much smaller than the error from the
e-absorption layef13]. Fig. 4 (b) shows the empirical results with ABrownian trajectories: the-layer
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Fig. 4. () Running time vs. the thickness of taabsorption layer with T0Brownian trajectories. This shows the usual relation
for WOS, running time (proportional to number of WOS steps for each Brownian traject@igy®)). (b) Absolute error arising
from thee-absorption layer with 170Brownian trajectories in the case of the first rowTable 1 The error is linear ir.
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error grows linearly ire for smalle. Instead of direct integration, we use OPRE method. However, if the
source term has much variation the OPRE method may not be so efficient. More points might have to be
used in the areas where variation is [8§. If we use faster integration subroutine or quardruture rule, it
may be better to use the direct integration for the source term than OPRE inside the circle.

4. Conclusions and future work

In this study, we implemented the Feynman—Kac path-integral representation of the solution to the
Dirichlet problem for Poisson’s equation combining the well known WOS method with use of the
h-conditioned Green’s function. Using theconditioned Green’s function inside each WOS step, we
avoid the need for detailed information about the Brownian trajectory inside the spherical domain. The
Brownian trajectory is thus constructed as a series of discrete jumps using WOS with the source con-
tribution inside each WOS step computed usinghfemnditioned Green’s function. THeconditioned
Green’s function is obtained via simulation in two dimensions at first and later it turns out that the
h-conditioned Green'’s function is the combination of the usual angle-averaged Green f{@ictoithe
radial distribution and the Poisson kerfil] for the angular distribution.

Recently, we developed a modified WOS algorithm for solving the linearized Poisson—Boltzmann
equation8] in a domainD:

Ay (x) =Y (x), x€D, (13)

Yv(x) = vYolx), xe€dD. (24)

Here,« is called the inverse Debye length4]. We used a survival probability, which was obtained
by reinterpreting a weight function in a previously modified WOS metaddT his survival probability
enabled us to terminate some Brownian trajectories during WOS steps. This method can be combined with
the method described in this paper to solve the Dirichlet boundary value problexgfarn — «2y (x) =
—g(x). This will be the subject of a future study.

Also, it should be noted that the Feynman—Kac path-integral representation is generallandride
tioned Green'’s function can be obtained for any geometry via simulation. This opens up the possibility
of removing thec-absorption layer in WOS methods and extendingttoenditioned Green’s function
to the GFFP method. In three dimensions, we can also obtain-tladitioned Green’s function for a
sphere using the Poisson kernel in three dimensions and the (angle-averaged) Green'’s function.
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Appendix A

In this appendix, we show the relation of the conditional cumulative angular distribution of the
h-conditioned Green’s function to the Poisson kernel. Let us start with the Dirichlet problem for the
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unit disk using polar coordinates:

Au(r,0) =0, x €D, (A1)
u(l,0) = f(), xeaD. (A.2)
The solution to this problem is given h¥5]
2
u(r, 0) =/ P(r,0,0)f(@)dp, r <1, (A.3)
0
u(l,0) = f(0), (A.4)

where the Poisson kerndt(r, 0, ¢), is
1—72
2 (L+r2—2r cos(@ — ¢))’

For the conditional cumulative angular distribution of tireonditioned Green’s function, we use the
condition at the first-passage point on the boundary

u(1,0) =48(6 — 04, (A.6)

P(r,0,¢) = (A.5)

wheref; is the angle of the first-passage point. Then the solution to this Dirichlet boundary problem
becomes the Poisson kernel:

0) = — - 1 A7)
Ui T 2n (1+4r2—2r cos(d — 67))’ e '
u(l,0) =80 — 61). (A.8)

If we integrate the Poisson kernel fromr to ¢, for simplicity, with 6; = 0 and normalize, we get the
conditional cumulative angular distribution function.
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