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First proposed by von Neumann and Ulam, Monte Carlo methods (MCMs) for solving linear algebra problems have been known since the middle of the last century. They give statistical estimates for the elements of the inverse of a matrix or for components of the solution vector of a linear system by performing random sampling of a certain chance variable whose expected value is the desired solution. Perhaps the first application of MCMs in linear algebra appeared in a paper by Forsythe and Leibler [11] in 1950. In the following years significant contributions were made, especially by Wasow [20], Curtiss [5], Halton [14], Hammersley and Handscomb [13] and Sobol[19]. These methods were recognized as useful in the following situations [21]: when obtaining a quick rough estimate of solution, which will then be refined by other methods; when the problem is too large or too intricate for any other treatment; when just one component of the solution vector or one element of the inverse matrix is desired.

There has been renewed interest in MCMs in recent times, for example [1, 2, 6, 7, 8, 9, 10, 15], the primary reason for this is the efficiency of parallel MCMs in the presence of high communication costs. The second reason for the recent interest in MCMs is that the methods have evolved significantly since the early days. Much of the effort in the development of Monte Carlo methods has been in the construction of variance reduction techniques which speed up the computation by reducing the rate of convergence of crude MCM, which is $O(N^{-1/2})$. An alternative approach to acceleration is to change the type of random sequence, and hence improve the behavior with $N$. Quasi-Monte Carlo methods (QCMCs) use quasirandom (also known as low-discrepancy) sequences instead of pseudorandom sequences, with the resulting convergence rate for numerical integration being as good as $O((\log N)^A N^{-1})$. The first results of using QMCMs for linear algebra problems were presented by Mascagni and Karaivanova (see for example [16, 17]).

Quasi-Monte Carlo methods often include standard approaches for variance reduction. The fundamental feature underlying all QMCMs, however, is the use of a quasirandom sequence. In this paper the convergence and the complexity of quasi-Monte Carlo methods for estimating the solution of systems of linear algebraic equations (SLEA), inverting of matrices and finding extremal eigenvalues are studied when quasirandom sequences are used. An error bound for computing matrix-vector product is established. Numerical experiments with large sparse matrices are performed using different quasirandom number (QRN) sequences. The results indicate that for all of the considered problems improvements in both the magnitude of the error and the convergence rate can be achieved using QRNs in place of pseudorandom numbers.

1 The Problems

Given a matrix $B = (b_{ij})_{1 \leq i, j \leq n}$, $B \in \mathbb{R}^n \times \mathbb{R}^n$, and a vector $b = (b_1, \ldots, b_n)^T \in \mathbb{R}^n$ consider the following three problems:

**Problem 1.** Evaluating the inner product

$$J(u) = \left( h, u \right) = \sum_{i=1}^n h_i u_i$$  \hspace{1cm} (1)

of the solution $u \in \mathbb{R}^n$ of the linear algebraic system $Bu = b$ and a given vector $h \in \mathbb{R}^n$.

After choosing a matrix $M \in \mathbb{R}^n \times \mathbb{R}^n$ such that $MB = I - A$, [3], where $I \in \mathbb{R}^n \times \mathbb{R}^n$ is the identity matrix, and $Mb = f$, $f \in \mathbb{R}^n$, the matrix equation $Bu = b$ becomes

$$u = Au + f.$$  \hspace{1cm} (2)

Assuming the matrices $M$ and $A$ are both nonsingular, and $|\lambda(A)| < 1$ for all eigenvalues $\lambda(A)$ of
A, then the general stationary linear iteration
\[ u^{(k+1)} = A u^{(k)} + f \]
may be used for solving the system \( Bx = b \).

**Problem 2.** Inverting matrices, i.e., computing the matrix
\[ C = B^{-1}, \tag{3} \]
where \( B \in \mathbb{R}^{n} \times \mathbb{R}^{n} \) is a given real matrix.

Assuming the matrix \( B \) is non-singular and \(|\lambda(B)| > 1\) for all eigenvalues \( \lambda(B) \) of \( B \), we construct the matrix \( A = I - B \). Then the inverse matrix \( C = B^{-1} \) can be presented as \( C = \sum_{i=0}^{\infty} A_{i} \) and the desired approximation of \( C \) is the truncated series with the corresponding truncation error.

**Problem 3.** Evaluating extremal eigenvalues:
\[ Au = \lambda(A)u. \tag{4} \]
It is assumed that the matrix \( A \) is non-singular and \( \lambda_{\text{max}} = \lambda_{n} < \lambda_{n-1} \leq \lambda_{n-2} \leq \ldots \leq \lambda_{2} < \lambda_{1} = \lambda_{\text{max}} \).

We consider the matrix \( A \) and also its resolvent matrix \( R = (I - qA)^{-1} \in \mathbb{R}^{n \times n} \). The eigenvalues of the matrices \( R_{q} \) and \( A \) are thus connected by the equation \( \mu = \frac{1}{1 - q\lambda} \), and the eigenvectors of the two matrices coincide.

The largest eigenvalue can be obtained using the power method applied to the matrix \( A \) [8]:
\[ \lambda_{\text{max}} = \lim_{m \to \infty} \frac{(h, A^{m} f)}{(h, A^{-1} f)}, \tag{5} \]
or using the power method applied to the resolvent matrix [9]:
\[ \mu^{(m)} = \frac{(h, [I - qA]^{-m} f)}{(h, [I - qA]^{-m-1} f)} \quad m \to \infty \]
\[ \mu_{\text{max}} = \frac{1}{1 - q\lambda} \quad \text{for} \ q > 0. \tag{6} \]

For computing the smallest eigenvalue, we use the fact that for negative values of \( q \), the largest eigenvalue, \( \mu_{\text{max}} \), of \( R_{q} \) corresponds to the smallest eigenvalue \( \lambda_{\text{min}} \) of the matrix \( A \), so we use (6) with \( q < 1 \).

## 2 MCMs for Linear Algebra

To solve these problems via MCMs (see, for example, [13, 19]) one has to construct for each problem a random process with mean equal to the solution of the desired problem. All of these methods are based on computing matrix-vector product.

![Figure 1: MC and QMC: Accuracy versus number of walks for computing \((h, x)\), where \(x\) is the solution of a system with 2000 equations.](image)

### 2.1 Matrix-Vector Product

Given a matrix \( A \) and vectors \( f, h \in \mathbb{R}^{n} \), we want to compute \( h^{T}A^{i}f \) for some \( i \), using a Monte Carlo method. Consider the following Markov chain \( k_{0} \rightarrow k_{1} \rightarrow \ldots \rightarrow k_{i} \), where \( k_{j} = 1, 2, \ldots, n \) for \( j = 1, \ldots, i \) are natural numbers. The rules for constructing the chain are \( P(k_{0} = \alpha) = p_{0\alpha} \), \( P(k_{j} = \beta|k_{j-1} = \alpha) = p_{\alpha\beta} \) where \( p_{0\alpha} \) is the probability that the chain starts in state \( \alpha \) and \( p_{\alpha\beta} \) is the transition probability from state \( \alpha \) to state \( \beta \). Probabilities \( p_{\alpha\beta} \) define a transition matrix \( P \). We require that \( \sum_{\alpha=1}^{n} p_{0\alpha} = 1 \) and \( \sum_{\alpha=1}^{n} p_{\alpha\beta} = 1 \) for any \( \alpha = 1, 2, \ldots, n \), and that the distribution \( (p_{1}, \ldots, p_{n})^{T} \) is permissible for the vector \( h \) and similarly the distribution \( p_{0\beta} \) is permissible for \( A \) [19]. Common constructions are to choose \( p_{0\alpha} = \frac{1}{n} \), \( p_{0\beta} = \frac{1}{n} \) which corresponds to crude Monte Carlo, or to choose \( p_{\alpha\beta} = \frac{|k_{\alpha}|}{\sum_{\alpha=1}^{n}|k_{\alpha}|} \); \( p_{\alpha\beta} = \frac{|k_{\alpha}|}{\sum_{\alpha=1}^{n}|k_{\alpha}|} \); \( \alpha = 1, \ldots, n \). This corresponds to importance sampling algorithms for matrix computations—the zero elements will never be visited and the elements with larger magnitude will be visited more often during the random walks on the elements of the matrix.

Now define weights for our Markov chain using the following recursion formula:
\[ W_{0} = 1, \quad W_{j} = W_{j-1} \frac{a_{k_{j-1}k_{j}}}{p_{k_{j-1}k_{j}}} \quad j = 1, \ldots, i. \tag{7} \]

Following [19], it is easy to show that
\[ E \left[ \frac{h_{k_{0}}}{p_{k_{0}}} W_{j} f_{k_{j}} \right] = (h, A^{T} f), \quad i = 1, 2, \ldots. \tag{8} \]

### 2.2 Monte Carlo estimations

To solve **Problem 1**, define the random variables
\[ \theta[h] = \frac{h_{k_0}}{p_{k_0}} \sum_{j=0}^{\infty} W_j f_{k_j}. \]  

(9)

It is known [19] that the mathematical expectation of this random variable is \( E[\theta[h]] = (h, u) \).

The partial sum corresponding to (9) is defined as 
\[ \theta_s[h] = \frac{h_{k_0}}{p_{k_0}} \sum_{j=0}^{s} W_j f_{k_j}. \] 

Thus the Monte Carlo estimate for \((h, x)\) is

\[ \approx \frac{1}{N} \sum_{s=1}^{N} \left( \frac{h_{k_0}}{p_{k_0}} \sum_{i=0}^{l_s} \left( W_i f_{k_i} \right)_s \right) \]

where \( N \) is the number of chains and \( \theta_s[h] \) is the value of \( \theta[h] \) taken over the \( s \)-th chain. This estimate has a statistical error of size \( O(\text{Var}(\theta_s[h])^{1/2} N^{-1/2}) \).

If we try to solve Problem 2, i.e., we want to compute the element \( c_{rr'} \) of the matrix inverse to \( A \), then we use the following equation [19]:

\[ c_{rr'} = E\{ \sum_{i|k_i = r} W_i \}, \]  

(10)

where \((i|k_i = r)\) means a summation only for weights \( W_i \) for which \( k_i = r \) and \( C = \{c_{rr'}\}_{r,r' = 1}^{r} \). The Monte Carlo estimate then is

\[ c_{rr'} \approx \frac{1}{N} \sum_{s=1}^{N} \left( \sum_{j|k_j = r'} W_j \right)_s. \]

To solve Problem 3, we use the equation (8) and also [9]

\[ E\left[ \sum_{i=0}^{\infty} q_i^i C_{i+m-1}^{i-1} h_{k_0} W_i f(x_i) \right] = (h, [I - qA]^{-m} f), \]

for \( m = 1, 2, \ldots \), which allow us to express the estimates (5) and (6) as

\[ \lambda_{\text{max}} \approx \frac{E[W_i f_{k_s}]}{E[W_{i-1} f_{k_{i-1}}]} \]  

(11)

and

\[ \lambda \approx \frac{E\left[ \sum_{i=0}^{\infty} q_i^i C_{i+m-1}^{i-1} W_i f(x_i) \right]}{E\left[ \sum_{i=0}^{\infty} q_i^i C_{i+m-1}^{i-1} W_i f(x_i) \right]} \]  

(12)

We use MCM for an approximate calculation of these expected values:

\[ \lambda_{\text{max}} \approx \frac{\sum_{s=1}^{N} (W_m f_{k_0})_s}{\sum_{s=1}^{N} (W_{m-1} f_{k_{m-1}})_s} \]

\[ \lambda_{\text{min}} \approx \frac{\sum_{s=1}^{N} q_i f_{k_i}}{\sum_{s=1}^{N} q_i f_{k_i}} \]

\[ q < 1. \]

Figure 2: MC and QMC: Accuracy versus number of walks for computing one component, \( x_{64} \), of the solution for a system with 1024 equations.

Figure 3: Relative errors for \( \lambda_{\text{max}} \) using power MCM and quasi-MCM with different number of Markov chains for a sparse matrix 2000 \( \times \) 2000.

3 QMCMs for Matrix Computations

The methods presented here are based on computing \( h^T A^t f \), and computing this scalar product is equivalent to computing an \( (i+1) \)-dimensional integral. Thus we may analyze using QRNs in this case with bounds from numerical integration. We do not know \( A \) explicitly, but we do know \( A \) and can use a random walk on the elements of the matrix to compute approximately \( h^T A^t f \).

Using the following procedure: \( G = [0, e], G_i = [i-1, i], i = 1, \ldots, n, f(x) = f_1, x \in G_i, i = 1, \ldots, n, a(x,y) = a_{ij}, x \in G_i, y \in G_j, i,j = 1, \ldots, n, h(x) = h_i, x \in G_i, \) we can consider computing \( h^T A^t f \) to be equivalent to computing a \((i+1)\)-dimensional integral. Consider the scalar product \( h^T A^t f \) bearing in mind that the vectors \( h, f, \) and the matrix \( A \) are normalized with factors of \( 1/\sqrt{n} \) and \( 1/n \) respectively and denoted
by $h_N$, $A_N$, and $f_N$. In this case we have

$$|h_N^TA_N^* A_N f_N - \frac{1}{N} \sum_{s=1}^{N} h(x_s) a(x_s, y_s) \ldots a(x_s, w_s) f(w_s)|$$

$$\leq |h_N^T|A_N^* f_N|.D_N^*|.$$

Why are we interested in quasi-MCMs for the eigenvalue problem? Because the computational complexity of QMCMs is bounded by $O(lN)$ where $N$ is the number of chains, and $l$ is the mathematical expectation of the length of the Markov chains, both of which are independent of matrix size $n$. This makes QMCMs very efficient for large, sparse, problems, for which deterministic methods are not computationally efficient. Numerical tests were performed on general sparse matrices using PRNs and Sobol, Halton and Faure QRN. Some results are shown in Figures 1, 2, 3, and 4.
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