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Abstract

The IETF Differentiated Services (DiffServ) framework achiesealabilityby (1) aggregating traffic flows with
coarse grain QoS on the data plane, and (2) allocating network resources with a bandwidth broker (BB) on the control
plane. However, there are many issues that need to be addressed under such framework. First, it has been shown that
the concatenation of strict priority (SP) scheduler of class-based queues (CBQ) can cause delay jitter unbounded under
certain utilization, which is not acceptable to support the premium service (PS). Furthermore, it is not clear how such
a DiffServ network can support traffic flows requiring the guaranteed service (GS), which is a desirable feature of the
future Internet.

This paper presents architecture and mechanisms to support multiple QoS under the DiffServ paradigm. On the
data plane, we present a node architecture based airthal time reference syste(WTRS). The key building block
of our node architecture is tlomre-stateless virtual clodgCSVC) scheduling algorithm, which, in terms of providing
delay guarantee, has the same expressive power as a stateful weighted fair queueing (WFQ) scheduler. With the CSVC
scheduler as our building block, we design a node architecture that is capable of supporting integrated transport of the
GS, the PS, the assured service (AS), and traditional best effort (BE) service. On the control plane, we present a
BB architecture to providfiexibleresource allocation and QoS provisioning. Simulation results demonstrate that our
architecture and mechanisms can proddalableandflexibletransport of integrated traffic of the GS, the PS, the AS,
and the BE services.
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1 Introduction

The ability to provide end-to-enduaranteed servicesS) [19] (e.g., guaranteed delay or bandwidth) for
networked applications is a desirable feature of the future Internet. To enable such services, Quality-of-
Service (QoS) support frofvoth the network data plar(e.g., packet schedulinghd the control planée.g.,
admission control and resource reservation) is needed. For example, under the IETF Integrated Services
(IntServ) architecture, scheduling algorithms such as weighted fair queueing (WFQ) [9] were developed to
support the GS. Furthermore, a signaling protocol, RSVP [5, 23], for setting up end-to-end QoS reservation
along a flow’s path was also proposed and standardized. However, due to its need for perfamiiog
management at core routers, Swmlability of the IntServ architecture has been questioned.

To address the issue of scalability, the IETF has introduced the Differentiated Services (DiffServ) model
[3], which achieves scalability by offering services for an aggregate traffic rather than on a per-flow basis.
Furthermore, the DiffServ model pushes much complexity out of the core of the network into edge routers,
which processes smaller volume of traffic and fewer number of flows. On the data plane, panple
hop behavior{PHBS) (e.g., expedited forwarding (EF) [15] and assured forwarding (AF) [13]) have been
defined to treat traffic aggregate and to provide differentiation in packet forwarding. On the control plane,
a centralizecbandwidth broker(BB) [17] was introduced to perform resource management and allocation
within a DiffServ domain (intra-domain) and to maintaiarvice level agreemefBLA) between DiffServ
domains (inter-domain).

Under such DiffServ paradigm, two new services, namely,pileenium servic€PS) and theassured
service(AS) have been proposed [17] to provide coarse-grained end-to-end QoS guarantees over the Inter-
net. The PS is expected to offer a guaranteed rate, low delay jitter packet delivery, while the AS is expected
to offer a sustainable rate guarantee for a traffic flol has been suggested [17] that network of routers
employing a simple class-bassttict priority (SP) scheduling between the PS and the AS queues (with
FIFO for each queue) can achieve end-to-end support for the PS and the AS through a DiffServ network
domain.

Several issues have been raised regarding such class-based SP node architecture in a DiffServ network.
First, it has been shown recently [2, 7] that the delay jitter under a concatenation of class-based SP schedulers
can be unbounded over a certain utilization, which means that the QoS requirement for the PS cannot always
be supported under such node architecture. Second, it is not clear how such class-based SP node architecture
can support end-to-end (either per-flow or aggregate) GS [19], which is a desirable feature of the future
Internet.

The purpose of this paper is to design a node architecture under the DiffServ paradigm to provide
scalableandintegratedtransport of the GS, the PS, the AS, and the traditional best effort (BE) services.
More specifically, we want to achieve the following three design objectives.

1. Service Requirements.Our network should be capable of simultaneously transporting the GS, the PS,
the AS, and the BE services while meeting the QoS requirements of each service. More specifically, 1) For
the GS, each flow specifies its traffic behavior through a traffic profile (erge, P, L™*)) and a service

*Here a flow can be either an individual user flow, or an aggregate traffic flow of multiple user flows, defined in any appropriate
fashion.



requirement (e.g., delay requirement) [19]. The network decides whether to admit or reject the call through
anadmission contrgbrocedure. If the GS flow is admitted into the network, then the end-to-end delay bound
must never be violated and no packet shall be lost for this flow, as long as the source’s traffic conforms to
its traffic profile. 2) For the PS, each flow specifies its traffic profile and service profile through a peak rate
requirement [17]. The network decides whether to admit or reject the call through an admission control
procedure. At the network edge, each admitted PS flow is shaped according to its peak rate requirement.
An admitted PS flow should experience low delay jitter and low loss when it traverses the network. 3)
For the AS, each flow specifies its traffic profile and service profile through a sustainable rate requirement.
The network decides whether to admit or reject the call through the admission control procedure. At the
network edge, an admitted AS flow is marked according to its sustainable rate. Packets spaced according to
its sustainable rate will have their AS bit marked; packets exceeding the sustainable rate will be marked as
the BE service. Unlike the PS, edge shapingasemployed for the AS. 4) For the BE service, there is no
specific traffic profile and QoS service requirement for each flow. Each flow can enter the network freely
and share any remaining network resources.

2. Scalability (Core-Stateless) Requirementdn consistent with the IETF DiffServ model, we identify all

the routers within a DiffServ domain and distinguish them betwasigreand core routers. To support the

GS, the PS, and the AS, we allow edge routers to maintain per-flow state. Edge routers perform per-flow
traffic classification and conditioning (shaping and marking). Since each edge router typically processes
smaller volume of traffic and fewer number of flows as compared with a core node, scalabiliyas
concern at an edge router. On the other hand, we require that core routers maintain no per-flow state, e.g.,
per-flow reservation state or per-flow scheduling state. Such scalability requirements on the core nodes is
also called “core-stateless” approach [14, 20].

3. Decouple QoS Control from Core Routers and Flexible Resource Allocation and QoS Provisioning.

We aim to decouple the QoS control plane of the core routers and use a centralized BB to control and
manage domain-wide QoS provisioning. As we shall see in later sections of the paper, there are many
significant advantage®r decoupling QoS control plane from the data plane. One advantage that is enabled
by the decoupling is that new network management policies caasilyimplemented, without incurring

any complexity (hardware/software upgrade) on the core routers. That is, all the policy decision and its
enforcement can be performed on the control plane using the BB without any hardware/software change on
the data plane.

This paper presents an architecture to meet the above three design objectives. Our node architecture
is based on theirtual time reference syste(WTRS), which has been recently introduced by Zhahal.
[24] as aunifying scheduling framework foscalablesupport of the GS. Under the VTRS, a core-stateless
scheduler, calledore-stateless virtual clockCSVC) has been introduced. The CSVC scheduler has the
same expressive power in providing delay and rate guaranteestaseful WFQ scheduler, albeit it does
not maintain any reservation or scheduling states in the router. The architecture and mechanisms presented
in this paper, which covers both data plane and control plane, builds upon the VTRS/CSVC and aims to
achieve the three design objectives listed earlier. In this sense, this paper is a sequel to [24].

The remainder of this paper is organized as follows. In Section 2, we first give an overview of the VTRS
and the CSVC scheduler. Then we present our node architecture (edge and core) on the data plane for inte-
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Figure 1: A network domain where the VTRS is deployed.

grated transport of the GS, the PS, the AS, and the BE services. Section 3 presents an BB architecture and
admission control algorithms on the control plane. In Section 4, we discuss the performance and complex-
ity of our architecture. Section 5 presents simulation results to demonstrate the performance of our node
architecture in providing QoS guarantees to each type of services. In Section 6, we discuss related work.
Section 7 concludes this paper.

2 A Core-Stateless Architecture with Multiple QoS Support

This section presents our core-stateless node architecture on the data plane to support the GS, the PS, the AS,
and the BE services. We organize this section as follows. Section 2.1 presents the essential background on
the VTRS and introduces the CSVC scheduler. In Section 2.2, we propose a hode architecture for integrated
transport of the GS, the PS, the AS, and the BE services in a DiffServ network domain.

2.1 Virtual Time Reference System: A Background

The VTRS [24] was developed asaifying scheduling framework to providecalable supporof the GS.

The key construct in the VTRS is the notionpmcket virtual time stampsyhich, as part of the packet state,

are referenced and updated as packets traverse each core router. As we will see shortly, the virtual time
stamps associated with the packets of a flow forntlineadwhich “weaves” together the per-hop behaviors

of core routers along the path of the flow to provide the QoS guarantees for the flow. A key property of
packet virtual time stamps is that they can be computed using solely the packet state carried by packets (plus
a couple of fixed parameters associated with core routers). In this sense, the VI®RS $tatelessas no

per-flow state is heeded at core routers for computing packet virtual time stamps.

The idea of virtual time has been used extensively in the design of packet scheduling algorithms such
as the VC [22] and the WFQ [9] schedulers. The notion of virtual time defined in these contexts is used to
emulate an ideal scheduling system and is deflpedl to each scheduler. Computation of the virtual time
function requireger-flowinformation to be maintained. In contrast, under the VTRS, the notion of virtual
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Figure 2: Edge conditioning and its effect in the VTRS.

time embodied by packet virtual time stamps can be viewed, in some sengebalto an entire domain
(see Fig. 1). Its computation tore statelesgelying only on the packet state carried by packets.

Conceptually, the VTRS consists of three logical componeptsket statecarried by packetsedge
traffic conditioningat the network edge (see Fig. 2), gomet-hop virtual time reference/update mechanism
at core routers (see Fig. 3). These three components are briefly described below.

1. Edge Traffic Conditioning. Edge traffic conditioning plays a key role in the VTRS, as it ensures that
the packets of a flow will never be injected into the network core at a rate exceeding its reserved rate (see
Fig. 2). Formally, for a flowj with a reserved rate’, the inter-arrival time of two consecutive packets of

the flow at the first hop core router is such that

. . Lik+1

alFtt — alk >

o (1)
wherea?" denotes the arrival tinfeof the kth packetp?* of flow j at the network core[./* the size of
packetp’* andr’ the reserved rate of floy

2. Packet State After going through the edge conditioner at the network edge, packets entering the network
core carry in their packet headers certain packet state information that is initialized and inserted at the
network edge. The packet state carried by/trepacketp’* of a flowj contains three types of information:

1) QoS reservation (i.e, the reserved retpof the flow?; 2) the virtual time stamra?{”C of the packet that

is associated with the routércurrently being traversed; and 3) the virtual time adjustment t&rfrof the

packet.

The rate parameter{) is determined by the BB (during call set up time and at the network edge) based
on flow j's QoS requirements, and is inserted into every packet of the flow. Fatthaacket of flows, its

2Note that in order to model non-preemptive, non-cut-through network system, throughout the paper we adopt the following
convention: a packet is considered to have arrived at a server only when its last bit has been received, and it to have departed the
server only when its last bit has been serviced. In addition, we assume that the edge conditioner and the first-hop router (i.e., the
first core router) are co-habitated, and thus the propagation delay from the edge conditioner to the first core router is negligible.

3For the purpose of this work, we will only consider rate-based schedulers under the VTRS. A more general treatment of the
VTRS that includeslelay-basedchedulers can be found in [24].
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Figure 3: Per-hop behavior and operations at a core node under the VTRS.
virtual time stamp?* is initialized toa/*, the actual time it leaves the edge conditioner and enters the first
core router along the flow’s path. That is,

—ik _ gk
wi” = a7 2)
The virtual time adjustment terdi’* for packetp’* is set to

. ATk
gk —
o = =, 3)

whereh is the number of hops along the flow’s path, ahdl* is computed at the network edge using the
following recursive formula:

AN 4)

Lj7k_1 — L]7k . . L]7k

AP = max {0, APEL 4 p +al™ - et + —J} fork=23,.... (5
T

rJ

The physical meaning ak’+* is that it represents the cumulative delay experienced by patkén anideal
dedicated per-flow systefd4], where packets of flow are serviced by: tandem servers with capacity.

3. Virtual Time Reference/Update Mechanism and Per-Hop Core Router Behavior Characterization.

In the conceptual framework of the VTRS, each core router is equipped with a per-hop virtual time ref-
erence/update mechanism to maintain the continual progression (glthel) virtual timeembodied by

the packet virtual time stamps. This virtual time stan”vﬁd’C represents the arrival time of thigh packet

p?* of flow j at theith core routeiin the (global) virtual timeand thus it is also referred to as thietual

arrival time of the packet at the core router. The virtual time stam}j?s associated with packets of flow

-"j:k+1 _ k41
rJ

j satisfy the following two important properties: (lijtual spacing propertyi; a;fk > L , and
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(2) thereality check propertyfz{”C < G)fk Whered{’k denotes the actual arrival time of packét at router

i. The virtual spacing property says that, when measured according to this (global) virtual time, the traffic
flow preserves its reserved rate. These two properties are important in ensuring that the end-to-end delay
experienced by packets of a flow across the network core is bounded.

In order to ensure that these two properties are satisfied, the virtual time stamps must be appropriately
referenced or updated as packets enter or leave a core router (see Fig. 3). The referencing/updating rule
depends on the scheduling algorithm goheduley employed by a core router and its characteristics. Since
we only considerate-basedschedulers in this paper, then, for scheddlgat theith router, packep’* is

associated with theirtual delayparameterd{’k, and
Sk D"

dF = 2 4 ik, (6)
ri

and itsvirtual finish time ﬂfk is defined as

~7.k ~ 7,k
Z/J’ :wg’ —+

13 13

+ 50k, 7)

Theper-hop behavioof a core router (or rather, its scheduler) is characterized Brian term,which
is defined with respect to the virtual finish time aatualfinish time of packets at the router. Lﬁfk denote
the actual time packe#-* departs the schedulét. We say thatS; can guarantee floyits reserved rate’
with an error term¥;, if for any &, fjk < ﬂ{k + ¥,. In other words, each packet of flginis guaranteed to
departs; by the timez?* + o; = &* 4 d* 4 w;.

Given the error term; of the schedulesS;, the virtual time stamp of packet-* after it has traversed
S; is updated using the following reference/update rule:

ol = ol = ol A 4 (8)

wheremr; denotes the propagation delay from titte router to the next-hop router along the flow’s path. It
has been shown [24] that by using the reference/update rule in (8), the virtual spacing and reality check
properties of virtual time stamps are satisfied at every core router.

End-to-End Delay Bound and QoS Abstraction of Data PlaneAn important consequence of the VTRS
outlined above is that the end-to-end delay bound on the delay experienced by packets of a flow across the
network core can be expressed in terms of the rate of a flow and the error terms of the routers along the
flow’s path. Suppose there are totahops along the path of floyy, all of which are rate-based schedulers.

Then for each packet-* of flow j, we have

[Jmax

f]’ AJ’ —1—2\11 + Zm 9)

whereL/™ is the maximum packet size of floyv



The VTRS does not mandate any specific scheduling mechanisms to be implemented in a network
domain as long as their abilities to provide delay guarantees can be characterized using the notion of error
term. In fact, it has been shown [24] that almost all known scheduling algorithms can be characterized, be
they statelesor stateful.

Core-Stateless Virtual Clock Scheduling Algorithm. The VTRS leads to the design of a set of new core
stateless scheduling algorithms. One of the most important one othestateless virtual clocfCSVC)
scheduler, which will be the key building block in our node architecture in this paper.

The CSVC is a work-conserving counterpart of tioee-jitter virtual clock(CJVC) scheduling algorithm
[20]. The CSVC scheduler services packets in the order of their virtual finish times, where as defined before,
the virtual finish time of packet’* is given by/F = @i* 4 L3k /ri 4 53k It has been shown [24] that
as long as the total reserved rate of flows traversing a CSVC scheduler does not exceed its capacity (i.e.,
> rJ < (), then the CSVC scheduler can guarantee each flow its reserved’ rafigh the minimum
error termU' = L*™% /C', where L*™%* s the largest packet size among all flows traversing the CSVC

scheduler.

Theorem 1 The end-to-end delay bound experienced by a flavith reserved rate-/ in a network of
the CSVC schedulers is the same as that under a network of the WFQ schedulers.

The theorem is proved [24] by showing that the WFQ scheduler has the same error term as CSVC, which
is T = L*maz /(|
Theorem 1 shows that the CSVC scheduler has the same expressive power, in terms of providing delay

and rate guarantees, astatefulWFQ scheduler, albeit it does not maintain any reservation or scheduling
state in the router.

2.2 A Node Architecture with Scalable Support of Multiple QoS

In this section, we extend the VTRS/CSVC with scalable support of the GS [19], the PS and the AS [17], as
well as the BE service. In Section 2.2.1, we present the edge conditioning function. Section 2.2.2 shows the
buffering and scheduling mechanisms for both edge and core nodes.

2.2.1 Edge Conditioning

Edge traffic conditioning plays a key role in our architecture. In the following, we show how traffic condi-
tioning is performed for the GS, the PS, the AS, and the BE flows, respectively.

Edge Shaping for the GS Flows.Before entering the traffic shaper, suppose the traffic profile of an GS
flow j is specified using the standard dual-token bucket regulatoyp’, P7, L") whereg’ > LJma®

is the maximum burst size of floy; p/ is the sustained rate of floyy P/ is the peak rate of flow, and
L™ js the maximum packet size of flojv Then, under the VTRS, we must ensure that packets of this
flow will never be injected into the network core at a rate exceeding its reserved (a&e Fig. 2). That is,
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Figure 5: Edge delay due to edge shaping for an GS flow(&) v/ < P7; and (b)p’ < P7 < ri.

the shaper in Fig. 4 ensures that, for a flpwith a reserved rate’, the inter-arrival time of two consecutive
packets of the flow at the first hop core router satisfies (1).

Note that the edge shaper introduces an additional edge delay (due to shaping) to the flow. Such edge
delay should be accounted for when measuring the end-to-end delay bound for the GS rowd@agpthe

maximum delay that packets of flojwexperienced at the edge shaper. Assume that the flow has a reserved
rater’/ (see Section 3.4 far’ calculation during admission control procedure). Then from Fig. 5, we have

J _pd Jj_Jjmazx j,mazx . . . .
Prjr'a—le:pj +Lrj |fp]§’)’"7<P],

(10)
Lt if pf < PJ<rd,

DenoteT” as _ _
. ] _ L],mafL’
Ti= T (11)
Pi— pi

if p/ <7/ < PJ. ThenT7 is the maximum duration that floycan inject traffic at its peak raté’() into
the edge shaper jf < r/ < PJ.
After the shaper, the packet is marked as an GS packet, with its VTRS states set in the packet header as
follows (also see Section 2.1): #) := r/; 2) &7* := &J*; and 3)§7*, which is computed at edge according
to (3).



Set PShit;
PS D D Shaper Set VTRS packet states

Figure 6: Edge node shaping and marking for an PS flow.

. Test spacing~, Y®s ; L.
: )

No Set BE bit

Figure 7: Edge node shaping and marking for an AS flow.

Edge Shaping/Marking for the PS Flows.For an PS flowj, it only has a peak rate requiremept as its

traffic profile. According to [17], an PS flow should experience low delay jitter and low packet loss when it
traverses the network domain. Under our architecture, we will offer the same treatment to an PS flow as that
for an GS flow (albeit that it does not have a delay bound requirement). That is, we will provide an PS flow
j areserved rate equal to its peak rate, -&5 P/, and let it share the CSVC scheduler with the GS flows

in the network core (see Section 2.2.2).

Given that we will treat an PS flow the same as if it were an GS flow, the edge traffic conditioning
function for an PS flow is very much similar to that for an GS flow, except that traffic is shaped using the
traffic’s peak rate?’. The shaper in Fig. 6 ensures that, for an PS flawth a peak raté®’, the inter-arrival
time of two consecutive packets of the flow at the first hop core router is such that

[Jk+1

" —aft > = (12)
After the shaper, the packet is then marked as an PS packet, with VTRS states set into the packet as

follows: 1)r7 := P7; 2) &7* := a7*; and 3)§7*, which is computed at edge according to (3).

Edge Marking for the AS Flows. For an AS flow, it only has a sustainable rate requirempéras its traffic

profile and any packets exceeding such sustainable rate will be marked as an BE packet [17]. The edge
traffic conditioning is shown in Fig. 7. Unlike for an GS or an PS flow, an edge shaper is not employed
for an AS flow [17]. The function of the edge conditioner is to examine (test) whether adjacent packets are
properly spaced according to the sustainable satd@ hat is,

[Jk+1

o

iktl Ak
T = (13)

a

Note that proper care needs to be taken when implementing (13). In particular, we must ensure that the index

for packetk and arrival timed{"’C for the kth packet is updated in meaningfulway so that all the packets
marked as AS satisfy (13). In particular, if the arrival time of a packet with current iffdex1)th satisfies
this spacing condition, we will mark such packet as an AS packet and update the vaktiabtes %k + 1)

andal™* with a7 **. Otherwise, we will mark this packet as an BE packet dodot updatehe variables:
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Figure 8: A stateless node architecture for integrated support of the GS, the PS, the AS, and the BE services.

andd{"’C , both of which are maintained at the edge conditioner (along with the flow’s requested sustainable
rate p/). Such update mechanism will ensure that consecutive marked AS packets gf $atigfy (13)
when they enter the core network.

Edge Marking for the BE Flows. Since there is no traffic profile and QoS requirements for an BE flow,
the BE packets can enter the network without shaping. The edge conditioner only needs to set the BE bit
pattern in the packet header and let it directly enter the network core.

2.2.2 Buffering and Scheduling at Edge and Core Nodes

The key building block in our node architecture is the CSVC scheduler, which is discussed in Section 2.1.
Recall that CSVC is a work-conserving scheduling algorithm which services packets in the order of their
virtual finish times. The virtual finish time of packet* is given byo?k = @ik 4 Lik /i 1 57k As

long as the total reserved rate of all flows traversing the CSVC scheduler does not exceed its capacity (i.e.,
> rJ < (), the CSVC scheduler can guarantee each flow its reserved/raféh the minimum error term

U = [omex /' whereL*™ s the largest packet size among all the flows traversing the CSVC scheduler.

Figure 8 shows the schematic of our node architecture. We maintain two separate buffers: one for the
GS and PS flow’s and the other for the AS and the BE flow®oth the GS and the PS traffic is serviced
by the CSVC scheduler, while the AS and the BE traffic is serviced by the FIFO scheduler. A strict priority
(SP) scheduler is employed between the CSVC and the FIFO queues.

Scheduling for the GS Traffic. Recall that the:th packe’* of an GS flow;j arriving at theith core router

carries a virtual time stambi"k, which represents the arrival time of this packet atithecore router in the
virtual time. Upon arriving at the CSVC queue, the virtual finish time of this packet is calculated as (7).
Then this packet is inserted into the appropriated place in the CSVC queue, where the virtual finish time of

“We assume that the buffer size for the GS and the PS are properly provisioned so that no GS or PS packet will be lost due to
buffer overflow.

°Note that under the DiffServ model, the buffer for the GS and the PS traffic may be mapped to the EF PHB [15] while the
buffer for the AS and the BE may be mapped to the AF PHB [13]. Since the specific implementations of EF and AF PHBs are left
to the equipment vendors, node architecture and mechanisms other than the one proposed in this paper may also be employed to
implement EF and AF PHBs.
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all packets are in ascending order — the packet with the smallest virtual finish time is placed at the front of
the queue and is serviced first.

Upon departure from the CSVC queue of itie node, the virtual time stamp of packst* is updated
according to (8).

Note that the above reference (in (7)) (for scheduling) and update (in (8)) require the field for virtual time
stamp to be read out and written irtimice (once for calculating virtual finish time and once for updating
virtual arrival time for the next hop (also see Fig. 3). A closer look reveals that these two operations can
be combined (and thus simplified) into just one by using (8). More specifically, since thelte#r; is
acommon termadded into virtual time stamp fail packets at théth node (independent of the particular
flow), we can use the final updated virtual arrival time for the next hop (ﬁ{é.l,) directly for insertion (i.e.,
sorting) and scheduling in the CSVC queue — thus eliminating the step of calculating the virtual finish time
z?fk for insertion and scheduling. The following is a simplified version of the CSVC scheduling algorithm.
Upon the arrival of théth packetp’* of flow j arriving at the CSVC queue of thith core router, update the

packet’s virtual time stam@{’k with &’ +k1 using (8). Then insert the packet into appropriate position in the

CSVC queue, where all packets are in increasing order of their virtual arrival timeb@i‘i%),— the packet
carrying the smallest virtual time stamp being placed at the front of the queue and will be serviced first.

As far as the GS traffic is concerned, the lower priority queue for the AS and the BE traffic does not
interfere (or has no effect on) the link access for the CSVC scheduler — due to the strict priority scheduling
between the CSVC queue and the FIFO queue, and the fact that we have considered the error term of the
CSVC scheduler. Denoi#,,., the maximum delay of all packets in flojvtraversing the network core.

Thend’,,, is given by (9), i.e.,

L] ,max h L* maxr -

ore = 4P o Z . (14)

DenoteD), as

Dy = Z C + Zﬁi (15)

and combining (10) and (14), the maximum end-to-end delg)g, for all packets in flow; is given by

| Plrd o DRy (b 1)E5 4 DE, if pf < i < P,
+ dzore = (16)

(h+1)E2 4 DF, if pf < PI <yl

d]

J
d edge

e2e —

Observe that the end-to-end delay formula in (1§)rescisely the same dbat specified in the IETF IntServ
Guaranteed Service [19] using the WFQ as the reference system. In this sense, the CSVC scheduler provides
the same expressive power, in terms of supporting end-to-end delay guarantesgtafl8VFQ scheduler,

albeit it does not maintain any reservation or scheduling state in the router.
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Figure 9: Buffer management for the AS and the BE traffic with RIO mechanism.

Scheduling for the PS Traffic. Recall that under our architecture, we treat an PS flow the same as an
GS flow (albeit that it does not have a delay bound requirement). That is, we will provide an Pg5dlow
reserved rate equal to its peak rate, i-¢.= P7, and let it share the CSVC scheduler with the GS flows in
the network core. Since théh CSVC is a rate-based scheduler with an error télﬂ;gﬁ2 it will guarantee

flow j its reserved raté’ with an error term=>"—.

As an extra benefit for using the CSVC for the PS traffic, each packet of an P$ lflasva delay bound
in the network core, i.e.,

L] ,max h L* maxr — ] max

dgore: +Z c, +Z7Tl—h

+DF,. (17)

We point out that such a delay bound offered by the CSVC scheduler effectively circumvents the problem
associated with (FIFO) class-based SP scheduling, where it has been shown [2, 7] that the delay jitter can
be unbounded over a certain utilization.

Scheduling and Buffer Management for the AS and the BE Traffic.For the AS and the BE service, we
employ a simple FIFO queue, which is similar to that in [17]. The FIFO queue is serviced with a strictly
lower priority than the CSVC queue (see Fig. 8).

To differentiate packets in the FIFO queue, RED with In and Out (RIO) [8] is employed as the buffer
management mechani8nmRIO retains all the attractive features of RED [10] and has additional capability
of dropping out-of-profile packets (i.e., the BE packets under our architecture) during congestion.

A schematic for the RIO mechanism is depicted in Fig. 9. RIO employs two RED algorithms for
dropping packets, one for the in-profile packets (corresponds to the AS) and one for the out-of-profile packets
(corresponds to the BE). By choosing the parameters for the respective RED algorithms differently, RIO is
able to preferentially drop the BE packets and support the sustainable rates of the AS flows [8]. To see how
this can be done, we first note that RIO starts to dibBE packets when the average queue size exceeds
Max_Out, while the AS packets can still enter the buffer while the buffer is being drained by the FIFO

®We refer interested readers to [12, 14] for more background on various buffer management mechanisms for the Internet.
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scheduler. If 1) we have sufficient buffer size and set the average buffer thrégholdn and Max_In as

large as possible; and 2) the link capacity is properly provisioned for the aggregate AS flows (see Section 3.4
on admission control for the AS flows), we expect that no AS packet will be dropped and the sustainable
ratep’ for an AS flow; will be guaranteed (within a reasonable time scale).

3 Control Plane Operations

The previous section presents the network architecture on the data plan based on the VTRS/CSVC. An
attractive feature of the VTRS/CSVC is that it enablesdbeouplingof QoS control functions from core
routers, which helps to facilitate the design of a bandwidth broker (BB) to control and manage resources
in a network domain. In this section, we present control plane operations (in particular, the admission
control procedure) in an BB. We organize this section as follows. Section 3.1 discusses the advantages of
decoupling QoS control from core routers, which is made possible by the VTRS/CSVC. In Section 3.2, we
give an overview of an BB. Section 3.3 presents an architectural design for an BB, in particular, those details
pertinent to admission control procedure. In Section 3.4, we present the admission control procedure for the
GS, the PS, and the AS flows.

3.1 Decoupling QoS Control from Data Plane

In the IETF DiffServ framework, a centralized model based on the notion of BB [17] has been proposed for
the control and management of QoS provisioning. Under this centralized model, each network domain has
an BB (a special network server) that is responsible for maintaining the network QoS states and performing
various QoS control and management functions such as admission control, resource reservation and provi-
sioning for the entire network domain. Issues in designing and building such a centralized BB architecture
have been investigated in several recent studies [1, 21].

In this section, we present the control plane operations performed by an BB for the integrated support
of the GS, the PS, the AS and the BE servicehis BB architecture relies on the VTRS to provide
an QoS abstraction of the data plane. Each router in the network domain employs our node architecture
(Fig. 8) at each of its output port, where the CSVC scheduler can be characterized by an errdr term (
L*mer /) under the VTRS. The novelty of our BB lies in that all QoS reservation and other QoS control
state information (e.g., the amount of bandwidth reserved at a core routefh@vedfrom core routers,
and is solely maintained at and managed by the BB. In supporting the GS, the PS, the AS, and the BE
services in a network domain, core routers perform no QoS control and management functions such as
admission control, but only data plane functions such as packet scheduling and forwarding. In other words,
the data plane of the network domairmdiscoupledrom the QoS control plane. Despite the fact that all the
QoS reservation states are removed from core routers and maintained solely at the BB, the proposed BB
architecture is capable of supporting the GS with the same granularity and expressive power (if not more)
as the IntServ/GS model. More important, this is achieved without the potential complexity and scalability

’sSince the BE service does not have any specific QoS requirements, such flows do not go through an BB for call processing.
Instead, the BE traffic can freely enter the network, just as the case under today’s Internet.
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problems of the IntServ model.

Some Advantages of DecouplingBecause of this decoupling of data plane and QoS control plane, our

BB architecture is appealing in several aspects. First of all, by maintaining QoS reservation states only in
the BB®, core routers are relieved of QoS control functions such as admission control, making them po-
tentially more efficient. Second, and perhaps more important, an QoS control plane that is decoupled from
the data plane allows a network service provider to introduce new services without necessarily requiring
software/hardware upgrades at core routers. In other words, it enables network services to evolve (more
or less) independently from the underlying network infrastructure (data plane). Third, with QoS reserva-
tion states maintained by an BB, it can perform sophisticated (and thus powerful) QoS provisioning and
admission control algorithms to optimize network utilization imeawork-widefashion. Such network-wide
optimization is difficult, if not impossible, under the conventional hop-by-hop reservation set-up approach,
where each core router makes its own admission control decisions based on local QoS information. Fur-
thermore, because the network QoS states are centrally managed by the BB, the problems of unreliable or
inconsistent control states are circumvented [20]. This is in contrast to the IETF IntServ QoS control model
based on RSVP [4, 23], where every router participates in hop-by-hop signaling for reserving resources and
maintains its own QoS state database. Last but not the least, under our approach, the reliability, robustness
and scalability issues of QoS control plane (i.e., the BB architecture) can be addsepaeatelyfrom, and

without incurring additional complexity to, the data pléne

As an example to illustrate the flexibility that is made possible through the decoupling of QoS control
from core routers. We show how various link sharing policy [11] can be easily implemented within a network
domain, without incurring any hardware/software upgrades at core routers — only the policy software in the
BB needs to be changed/upgraded. We consider the following link sharing policies for the GS, the PS, the
AS, and the BE services, one of which will be used in our simulation study.

Policy A: Static Link Sharing. Under this policy, the GS, the PS, and the AS each is allocatedca
maximum percentage of link capacity, e.g., 10% for GS, 20% for PS, and 30% for AS. That is, the GS, the
PS, the AS cannot exceed its maximum capacity allocation on a link; any remaining capacity can be used
by the BE traffic.

Policy B: Dynamic Link Sharing. Under this policy, none of the services is allocated to a fixed percentage
of link capacity. Instead, the link capacity is completely shared by all four services, as along as the sum of
required rates for the GS, the PS, and the AS flows do not exceed the link’s capacity.

Policy C: Hybrid Link Sharing. This policy falls between policy A and policy B, both of which may be
considered extreme cases of link sharing for the GS, the PS, the AS, and the BE services. Under policy C,
the GS, the PS, and the AS each is guaranteed a certain percentage to share link capacity (similar to that
under policy A), e.g., 10% for the GS, 10% for the PS, and 20% for the AS. The remaining capacity can
be completely shared by all four types of services (similar to that under policy B), as long as the sum of
required rates for the GS, the PS, and the AS flows do not exceed the link’s capacity.

We do not want to make any comment here on which link sharing policy is better than the other —

8For simplicity, we assume that there is a single centralized BB for a network domain. In practice, there can be multiple BBs
for a network domain to improve reliability and scalability [25].
We refer interested readers to [25] on how to design scalable and hierarchical BBs.
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Figure 10: lllustration of a bandwidth broker (BB) and its operation in a VTRS network domain.

such matter is a network management policy issue and should be left to the network provider. The point
that we want to stress is that, due to the decoupling of QoS control from core routers, policy issues such
as link sharing can be easily set up and changed (if necessalsly at the BB, and without incurring

any hardware/software upgrade on any core router on the data plane. This is in contrast with the hop-by-
hop approach, where any link sharing policy change would regeimmnfigurationof hardware/software
physically on all relevant core routers, e.g., the weights in class-based (CBQ) WFQ schedulers.

3.2 Bandwidth Broker: An Architectural Overview

As the basis for our study, we first give an overview of the basic centralized BB architectural model and
describe how admission control is performed under such a model, thus, setting the stage for the rest of this
section.

The basic centralized BB model is schematically depicted in Fig. 10. In this architectural model, the
BB centrally manages and maintains a number of management information (data)bases (MIBs) regarding
the network domain. As shown in Fig. 10, the BB consists several modules such as admission control, QoS
routing, and policy control. In this paper, we will focus primarily on the admission control module. The
BB also maintains a number of management information (data)bases (MIB) for the purpose of QoS control
and management of the network domain. For exampletapelogy information baseontains topology
information that the BB uses for route selection and other management and operation purpgsaiythe
information basecontains policies (e.g., link sharing policy) and other administrative regulations of the
network domain. Among them, the network topology database and network QoS state databases are most
relevant to admission control. The network topology database and network QoS state databases together
provide a logical representation (i.e., an QoS abstraction) of the network domain and its entire states. With
this QoS abstraction of the network domain, the BB performs QoS control functions by managing and
updating these databases. In this sense, the QoS control plane of the network domain is decoupled from its
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data plane. The core routers of the network domain are removed from the QoS control plane: core routers do
not maintain any QoS reservation state, whether per-flow or aggregate, and do not perform any QoS control
function such as admission control.

In our BB model, the network QoS states are represented at two |éviddevel andpath-level. The
link QoS state database maintains information regarding the QoS states of each link in the network domain,
such as the total reserved bandwidth or the available bandwidth of the link. The path QoS state database
maintains the QoS state information regarding each path of the network domain, wiidnaistedand
“summarized” from the link QoS states of the links of the path. An example of the path QoS state is
the available bandwidth along a path, which is the minimal available bandwidth among all its links. By
maintaining a separate path-level QoS state, the BB can conduct fast admissibility test for flows routed along
the path. Furthermore, path-wise resource optimization can also be performed based on the (summarized)
path QoS state. Lastly, we note that both the link QoS states and path QoS staiggregateQoS states
regarding the links and paths. No per-flow QoS states are maintained in either of the two QoS databases —
the QoS and other control state information regarding each flow such as its QoS requirement and reserved
bandwidth is maintained in a separdtav information databasmanaged by the BB.

We briefly discuss the basic operations of the BB, in particular, those pertinentddrfisesion control
module.The details of the admission control procedure will be given in later part of this section. We use an
GS flow as an example, which is the most sophisticated among all the services. When a new GS flow with
traffic profile (o7, p/, PJ, L3™%*) and end-to-end delay requiremdnt"¢ arrives at an ingress router. The
ingress router sends a new flow service request message to the BB. Upon receiving the service request, the
BB first checks for policy and other administrative information bases to determine whether the new flow is
admissible. If not, the request is immediately rejected. Otherwise, the BB selects&(frath the ingress
to an appropriate egress router in the network domain) for the new flow, based on the network topology
information and the current network QoS state information, in addition to other relevant information (such
as policy constraints applicable to this flow). Once the path is selected, the BB will invoke the admission
control module to determine if the new flow can be admitted. The details of admission control procedure
for each type of services will be given in Section 3.4. Generally speaking, the admission control procedure
consists of two phases: (&dmission control tegbhase during which it is determined whether the new
flow service request can be accommodated and how much network resources must be reserved if it can be
accommodated; and (Bpokkeepingphase during which the relevant information bases such as the flow
information base, path QoS state information base and node QoS state information base will be updated, if
the flow is admitted. If the admission control test fails, the new flow service request will be rejected, no
information bases will be updated. In either case, the BB will inform the ingress of the decision. In the
case that the new flow service request is granted, the BB will also pass the QoS reservation information
(e.g., reserved rate’ for the GS flow) to the ingress router so that it can set up a new or re-configure an
existing edge conditioner (which is assumed to be co-located at the ingress router) for the new flow. The
edge conditioner will appropriately initialize and insert the packet states into packets of the new flow once

10f necessary, a new path may be set up dynamically. The problem of QoS routing, i.e., finding an “optimal” path for the flow
can be handled relatively easily under our BB architecture. Since it is beyond the scope of this paper, we will not discuss it here.
As an aside, our BB architecture can also accommoddtance QoS reservatidn a fairly straightforward fashion, thanks to
decoupling of the QoS control plane and data plane and the centralized network QoS state information bases.
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it starts to send packets into the network. When an existing flow departs the network, relevant QoS control
states and MIBs should also be updated.

3.3 Management Information Bases

In this subsection, we describe in detail the MIBs that will be used by the admission control module, and set
the stage for our discussion on admission control procedure in the subsequent subsection.

Flow Information Base. This MIB contains information regarding individual flows such as service type
(e.g., GS, PS, and AS), flow id., traffic profile (e.(s/, p7, P/, L3"™%) for GS, PJ for PS, p’ for AS),
service profile (e.g., end-to-end delay requirembBate? for the GS, peak rate requiremeRt for the PS,

and sustainable rate requireme#tfor the AS), route id. (which identifies path that a flow traverses in the
network domain) and QoS reservatio#i {n the case of the G for the PS, ang’ for the AS) associated

with each flow. Other administrative (e.g., accounting and billing) information pertinent to a flow may also
be maintained here.

Network QoS State Information Bases.These MIBs maintain the QoS states of the network domain, and
thus are the key to the QoS control and management of the network domain. Under our BB architecture,
the network QoS state information is represented in two-levels using two separate palasQoS state
information baseandlink QoS state information bas@&hese two MIBs are presented in detail below.

Path QoS state information basemaintains a set of paths (each with a route id.) between various ingress
and egress routers of the network domain. These paths can be pre-configured or dynamicdily set up
Associated with each path are certain static parameters characterizing the path and dynamic QoS state
information regarding the path. Examples of static parameters associated72 aaththe number of
hopsh on P, sum of the router error terms of all the CSVC schedulers and propagation delay along
P, D, (see (15)), and the maximum permissible packet size (i.e., MFU}**. The dynamic QoS
state information associated wifh include, among others, the set of flows traversipdi.e., the
GS, the PS, and the AS flows) and a number of QoS state parameters regarding the (current) QoS
reservation status @? such as the minimal remaining bandwidth aldAdor each type of services,
ie.,CHY,, forthe GS,CFS,, for the PS, and’p?,, for the AS.

,res

Link QoS state information base maintains information regarding the router links in the network domain.
Associated with each router link is a set of static parameters characterizing the router and a set of
dynamic parameters representing the router’s current QoS states. Examples of static parameters asso-
ciated a router link are its error term(®)= L*™%* /C', propagation delays to its next-hop routeis,
configured total bandwidth and buffer size. The dynamic router QoS state parameter is the current
residual bandwidth at the link for each type of services.

HNote that during the process of a path set-up, no admission control test is administered. The major function of the path set-
up process is to configure forwarding tables of the routers along the path, and if necessary, provision certain scheduling/queue
management parameters at the routers, depending on the scheduling and queue management mechanisms deployed. Hence we refer
to such a path #&raffic engineeredTE) path. Set-up of such an TE path can be done by using a path set-up signaling protocol, say,
MPLS [6, 18], or a simplified versiomfinusresource reservation) of RSVP.
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3.4 Admission Control

We present gath-orientedapproach to perform efficient admission control test and resource allocation.
Unlike the conventionahop-by-hopapproach which performs admission coniralividually based on the

local QoS stateat each router along a path, this path-oriented approach examines the resource constraints
along the entire path simultaneoushnd makes admission control decision accordingly. As a result, we can
significantly reduce the time of conducting admission control test. Clearly, such a path-oriented approach is
possible because the availability of QoS state information of the entire path at the BB.

For the rest of this subsection, we give details on admission control for the GS, the PS, and the AS flows.
For ease of exposition, we empletatic link sharingpolicy discussed earlier. That is,

pdS ol s <1, (18)

wherep$S, uF9, andp'® arefixed maximum percentage share on tie link for the GS, the PS and the
AS, respectively. Note that the there is no fixed allocation for the BE flows since they are not subject to
admission control and can freely enter the network and share any remaining network bandwidth.

Admission Control for the GS Flows. As far as the GS flows are concerned, they are serviced by a network
of CSVC schedulers since each CSVC queue in our node architecture (Fig. 8) is given strict priority (SP)
over the other FIFO queue. Lgte F&° denote that an GS flow currently traverses théh node and

CE9 pe the total bandwidth ath node allocated to the GS flow, i.&0%S = u&9C;. Then as long as

Y jeFos ri < C%, theith node can guarantee each GS flpits reserved bandwidth/. We useC&?

1,res

to denote the residual bandwidth at the node for the GS flows, i.eC{7%, = Cf* — 3 zas rf. We

1,res

consider the two phases of the admission control procedure.

1. Admission TesLet (¢, p¥, P¥, L*'™%*) be the traffic profile of a new flow, and D*""*¢ be its end-to-
end delay requirement. Létbe the number of hops iR, the path for the new flow. From (16), in order to
meet its end-to-end delay requiremépt¢?, the reserved rate” for the new flowr must satisfy the delay
constraintd’,, < D*"°4. That s,

P"r:r" . U"};/L_"’p’:“” (h+ 1) L" maz +Dt0t < pDvred if pu < r’ < PV,

ZQe = (19)
(h+1) 25" 4 DP, < Dvrea if p¥ < P” <7V,

Ll/ ,ymazxr

LetrY be the smallest” that satisfies (19) and recall tHAt = (see (11)). Then we have

TYPY+(h+1)LV™e® e v v
Du,req_D;it_*_Tu If 1Y S ro < P [}

= (20)

(411 i o < PY < o
DV,T% if P S P S r.

* ]

If the above solution for? can be found, then we have a feasible reserved rate requirement to satisfy the
flow’s end-to-end delay requirement in (19).
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Next, we examine if the path has sufficient remaining bandwidth to accommaodate this new rate request.
That is,r” must not exceed the minimal residual bandwié’ _along pathP for the GS, wher€§S = =

,res P,res

min;ep Cﬁis is maintained, as a path QoS parameter associatedRyith the path QoS state MIB. If
this condition cannot be satisfied, the service request of the new:flowst be rejected. Otherwise, it
is admissible, and? is the minimumfeasible reserved rate for the new flew Given that the path QoS
parameterd), andC”, . associated wittP are maintained in the path QoS state MIB, the above admission

res

test can be done i@(1).

2. Bookkeeping.If the new flowr is admitted into the network, several MIBs (e.g., the flow MIB, the
path and link QoS state MIBs) must be updated. The flow id., traffic profile and service profile of the new
flow will be inserted into the flow MIB. The minimal residual bandwidik;, , will be subtracted by, the

Tes

reserved rate for the new GS flaw Similarly, for each linki along?, its residual bandwidtl'“  will also

i,res
be subtracted by”. Furthermore, for any patR’ that traverses;, its minimal residual bandwidtt’” ;&5

res

may also be updated, depending on whether the updaﬁg@; changefg,s,res. Provided that a powerful
(and perhaps, parallel) database system is employed, these database update operations can be performed in
very short time. Note that when an existing flow departs the network, the relevant MIBs should also be

updated.

Admission Control for the PS Flows. The admission control for the PS flows is simpler than that for the GS
flows since a new PS flow can explicitly submit a reserved rate requirement, i.e., its peak rate requirement
P¥. Thus, there is no need to calculate reserved rate requirement as in the case for an GS flow. Similar to
admission control for the GS flows, a path-oriented approach can be applied to a new PS flow.

1. Admission TestLet P” be the traffic profile of a new PS flow. To admit the new PS flow, P” must
not exceed the minimal residual bandwidity,, along pathP for PS, whereC'h? . = minjcp CF% i
maintained, as a path QoS parameter associatedRyiith the path QoS state MIB. If this condition cannot
be satisfied, the service request of the new PS flanust be rejected. Otherwise, it is admissible, &d

will be the reserved rate for the new flaw

2. Bookkeepinglf the new flowr is admitted into the network, several MIBs (e.g., the flow MIB, the path
and link QoS state MIBs) must be updated. Such operations are very similar to that for the GS flows.

Admission Control for the AS Flows. The admission control for an AS flow is very similar to that for an
PS flow, except that the traffic profile and service profile for a new AS #lasvits sustainable rate”. Due
to paper length limitation, we omit to discuss it further.

4 Discussions

In this section, we discuss the performance and complexity of our architecture.

Performance. Under our architecture, core routers of the network domain are relieved from the QoS control
functions: core routers do not maintain any QoS reservation state, whether per-flow or aggregate. Therefore,
our core network igore statelesand fulfills our second design requirementsealability.
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Since our network architecture builds upon the VTRS, which is capable of providing an QoS abstraction
of the network domain, we can use a centralized BB to perform QoS control functions by managing and
updating relevant databases. Therefore, the QoS control plane of the network dodedoupledirom
its data plane. Furthermore, any new policy or service can be introduced solely by appropriate software
installation/update in the BB, without any hardware/software re-configuration on the core routers. Therefore,
our architecture meets our third design requiremerdeeoupling QoS control from core routers and flexible
resource allocation and QoS provisioning.

Now we show that our architecture also meets our first design requiremeéntegrated transport of
the GS, the PS, the AS, and the BE services with QoS guarantees for each Jéwitlowing corollary
summarizes the behavior of admitted GS and PS flows under our node architecture.

Corollary 1.1  AnVTRS network domain where each core routers employing our node architecture (Fig. 8)
provides guaranteed rate and end-to-end delay to each admitted GS and PS flows, respectively. In particu-
lar, we have: 1) For an admitted GS flgiyvthe end-to-end delay of each packet is bounded by (16); and 2)
For an admitted PS flow, its peak rateP’ is guaranteed — moreover, the end-to-end delay of each packet

of flow is bounded by (17).

Proof. As far as admitted GS or PS flow is concerned, it is served by a network of CSVC schedulers. The
lower priority queue for the AS and the BE traffic does not interfere (or has no effect on) the link access
for the CSVC scheduler. Given the fact that we have considered the error term of the CSVC scheduler, the
corollary then follows from Theorem 1.

Now we examine the performance for the AS and the BE flows. Note that at paltlgough the AS and
the BE share the same FIFO queue, which is serviced with a strictly lower priority than the CSVC queue,
the rate allocated to the FIFO queue is at lg&st— C&5 — CFS), which isstrictly greater thanC;'9,
the allocated rate to the AS flows (see (18)). Now we show how the RIO mechanism can provide each AS
flow j its sustainable ratg’. Suppose we have sufficient buffer size so that we can set the average buffer
thresholds for the AS (i.eMin_In andMaz_In) as large as possible and average buffer thresholds for BE
(i.e., Min_Out and M ax_Out) reasonably small (see Fig. 9). Then all of the BE packets will be dropped
if the average buffer occupancy (aggregated traffic of the AS and the BE) extéedsDut. Once the
average buffer occupancy reaches or exceeds this point, any BE traffic will cease to enter the buffer (until
the average buffer occupancy decreases bdlbwe:_Out) — but the AS packets can still enter the buffer
while the buffer is being drained by the FIFO scheduler — with a rag efast(C; — C¢S — CF9), which
is greater thai{*¥. Therefore, the sustainable rate for each AS can be guaranteed within a reasonable time
scale.

Complexity. We first discuss implementation complexity on the data plane. A crucial question on im-
plementing the VTRS/CSVC is the overheadpzicket state encodingThe packet state contains three
parameters: 1) packet virtual time stamp”, 2) reserved rate’, and 3) virtual time adjustment tersi®.

There are several options that we can use to encode the packet state: using an IP option, using an MPLS
label, using the IP fragment offset field. Issues on efficient packet state encoding will be investigated in our
future work.
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Another complexity associated with the VTRS/CSVC is per packet procéssiigcore routers: 1)
packet state lookup, 2) virtual time stamp update (for the next hop), and 3) insertion (i.e., sorting) into the
CSVC queue. The last operation, i.e., packet insertion (i.e., sorting) in the CSVC queue, is perhaps the most
complex step in implementation. We suggest that it is possible to reduce the complexity associated with
sorting by using a notion dflotted virtual time.Such simplified implementation is similar to thatation
priority queueintroduced by Liebeherr and Wrege [16], which is a tradeoff betwssformance(delay
bound) andmplementation complexifigorting).

We now discuss complexity associated with the BB on the control plane. There are several aspects
regarding scalability that need to be addressed: 1) link/path QoS control states updates after admitting a
new GS/PS/AS flow or an existing flow’s departure; 2) the size of flow information base used to maintain
each flow’s traffic profile and service profile; and 3) the potential bottleneck between the BB's input/output
interface and flow requests sent from all the edge routers. To address these igsatbspréentedand
guota-basedapproach (or “PoQ” for short) has been proposed [25]. It has been shown [25] that such PoQ
approach can be used to design multiple and hierarchical BB architecture, where all the issues raised above
regarding scalability and reliability of a centralized BB can be satisfactorily resolved. Since the focus of
this paper is on the performance of data plane for scalable and integrated support of the GS, the PS, the AS,
and the BE traffic, we will not elaborate further on scalable design of the BBs. But we stress that, due to
the decoupling of data plane and control plane, which is made possible by the VTRS, issues related to the
design of BBs can be addresssgparatelyfrom, and without incurring additional complexity to, the data
plane.

5 Simulation Investigation

In this section, we conduct simulations to investigate the performance of the integrated framework for sup-
porting diverse service guarantees. Our focus of this simulation study is twofold: 1) the effectiveness of
the proposed node architecture in satisfying different user requirements; and 2) the efficacy of the BB in
controlling the network load for traffic requiring different service guarantees.

5.1 Simulation Settings

The network topologies we will use for the simulations are depicted in Figs. 11, 12, and 13, which are
referred to as th@eer-to-peer parking-lot and chain network, respectively. In these networks, a node
labeled withli denotes an ingress edge route€j a core routerj, Ek an egress edge router andGnan

end host groum!3. Flows generated from a source node group Gn (S) will be destined to the destination
node group Gn (D), traversing the shortest path from the source node to the destination node.

125uch complexity comes from the fact that, in order to achieve scalability, we are making a trading-off bixtwes@e., per
packet processing) argpace(i.e., per flow reservation state and scheduling state installed at a core router as in the case of WFQ
scheduling).

BUnder the peer-to-peer network, we only have one group of flowsi.e.,1) traversing G1(S) to G1(D), whereas under the
parking-lot or chain network, there are multiple groups of flows traversing different paths of the respective network.
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Figure 12: A parking-lot network.

Each ingress edge router contains two functionality blocks: an edge conditioner (see Section 2.2.1) and
the node architecture in Fig. 8. On the other hand, each core router employs only the node architecture in
Fig. 8.

For all network configurations, the capacity of the links between an end host and an edge (either an
ingress or egress) router is infinite and the propagation delay is negligible. In the peer-to-peer network, the
propagation delay of the link between I1 and E1 is 10 ms. While in the parking-lot and chain networks, all
the links between routers have a propagation delay equal to 5ms. We will specify the capacity of the links
between the routers when we present the simulation results.

We assume that the CSVC queue in the node (Fig. 8) has infinite buffer size — it will never drop
packets. On the other hand, the maximum buffer size of the low priority RIO queue is set to 100 packets.
For the RIO queue, the buffer configuration for theprofile AS traffic is (40, 70, 0.02), i.e., the minimum
buffer threshold {/in_In) is 40 packets, the maximum buffer threshol ¢z_In) is 70 packets, and the
maximum dropping probability M axP_In) is 2%. Meanwhile, the buffer configuration for tloet-of-
profile traffic is (10, 30, 0.5), i.e., the minimum buffer threshold {n_Owt) is 10 packets, the maximum
buffer threshold {/ax_Out) is 30 packets, and the maximum dropping probabiliaz P_Out) is 50%.

The weight parameter(weigh) [8] used for estimating the average queue lengths is set to 0.02.

The traffic patterns used for the flows in our simulations are listed in Table 1. The fields marked as “~”
means they do not apply to the corresponding traffic type. As shown in the tablexpbeentialon-off
traffic typesexplandexp2are token bucket constrained, whédgp3andexp4are not. For the traffic type
ftp, the TCP version iRenq and there is infinite traffic to be sent, i.e., persistent source.
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Table 1: Traffic patterns for a flow used in the simulation study.

| Name|| Type | Bucket depth (b) Mean rate (Kb/s) Peak rate (Kb/s] Packet size (B) window size|
expl || UDP/EXP 1536 16 64 96 -

exp2 UDP/EXP 20480 128 512 512 —

exp3 || UDP/EXP - 16 64 96 -

exp4 UDP/EXP - 128 512 512 —

fip TCPIFTP - - - 1024 50

5.2 Simulation Results
5.2.1 DataPlane

In the first set of simulations, we will examine the effectiveness of the proposed node architecture. The
performance metrics that are of interest are the end-to-end packet delay, traffic throughput, and packet loss
rate. In this section, we will present the simulation results of these metrics where they are of concern for the
specific user service requests.

In this set of simulations, the capacity of the links between edge (ingress or egress) routers and core
routers, and the links between core routers is 10 Mb/s in all three network configurations. We stapitoy
link sharingpolicy and set the targeted traffic load on a link for each service type (either GS, PS, or AS) to
be 30%, i.e.u{"S = ulS = p¥ = 0.3 for link i. The simulated time is 200 seconds, of which the first 100
seconds are the simulation warming-up period.

To examine the key properties of the proposed node architecture, flows with a traffic profile and service
requirement will be generated randomly between the time interval [0, 1] seconds from a source node group
Gn (S) to a destination group Gn (D), and once admitted by the BB, they will never terminate, i.e., they have
infinite holding time. Such long holding time of a flow will provide us a steady period where various packet
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Table 2: Traffic profiles and service requirements of the 12 flows chosen on path traversing G1(S) to G1(D)
in the simulations.

| Flow id. | 1 ] 2 ] 3] 4] 5 ] 6 | 7| 8 ]9-12|
Required service GS| GS| PS| PS| AS | AS | AS | AS BE
Traffic profile expl| exp2| exp3| expd | exp3 | expd | expl| exp2| ftp
For GS, end-to-end peer-to-peen| 100 | 100 - - - - - - -
delay bound parking-lot || 120 | 120 | - - - - - - -
requirement (ms) | chain 120 | 120 - - - - - - -

level statics (e.g., per packet delay, flow throughput, and packet loss rate) can be collected and*4nalyzed

For the BE traffic, we only activate four ftp flows randomly within the time interval [0, 0.5] seconds
from the source node group G1(S) to the destination group G1(D); while between other source and desti-
nation groups (in the case of parking-lot and chain network configurations), two BE ftp flows are randomly
activated within the time interval [0, 0.5] seconds.

To demonstrate the QoS performance for a flow with a particular traffic profile and service requirement,
we focus on the admitted flows traversing the path G1(S) to G1(D), and purposely choose only 12 flows
among all the admitted flows along this path to present our simulation results. These 12 flows are listed
in Table 2 and represent traffic profile, service profile under all four types of services of our interest. In
particular, flows 1 to 8 require a particular service guarantee while flows 9 to 12 are BE ftp traffic, which do
not require any service guarantee.

Fig. 14(a) shows the end-to-end packet delays of flows 1 and 2, which request GS in the peer-to-peer
network. Comparing the end-to-end delay requirement listed in Table 2 (100 ms), we observe that the delay
requirements of both flows are satisfied. Fig. 14(b) presents the end-to-end packet delays for the two PS
flows 3 and 4 in the same simulation. Recall that one of the objectives of PS is to achieve a relatively small
packet queueing delay throughout the network domain. From Fig. 14(b), we see that the traffic of the PS
flows experiences almost constant delay, as promised under our architecture. It is interesting to note that
even though both GS and PS traffic share the same high priority queue, the end-to-end packet delay jitter of
GS traffic is relatively higher than that of the PS traffic. A close examination reveals that the larger delay
jitter of the GS traffic comes from the more conservative traffic shaping at the network edge (see (10)).
The GS traffic is released into the network according to the reserved rate of the flow, while PS traffic is
released according to its peak rate. Therefore, a relatively longer packet queue can accumuladgat the
conditionerfor a GS flow.

The same observations on the end-to-end packet delays hold for the simulations with the parking-lot and
chain network configurations, each of which are presented in Figs. 15 and 16, respectively.

So far we have confirmed that the end-to-end delay requirements for the GS are satisfied. Next, we
investigate the traffic throughput and packet loss rate of the 12 flows during the same simulation run under
the three network configurations.

¥1n the next subsection, when we investigate the performance of the BB for controlling the network load for each type of service,
we we will use shorter flow holding time.
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Figure 14: End-to-end packet delays of the GS/PS flows in path traversing G1(s) to G1(D) in the peer-to-peer
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Figure 15: End-to-end packet delays of the GS/PS flows in path traversing G1(s) to G1(D) in the parking-lot
network.
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Figure 16: End-to-end packet delays of the GS/PS flows in path traversing G1(s) to G1(D) in the chain
network.

Table 3: Flow throughput (Kb/s) and packet loss rates for the 12 flows chosen from the path traversing G1(S)
to G1(D) in the in the peer-to-peer network.

GS/PS AS BE
Flow id. | Throughput|| Flow id. | Throughput| Loss rate|| Flow id. | Throughput| Loss rate
1 14.29 5 14.08 2.7% 9 792.66 5.1%
2 128 6 112.07 2.6% 10 858.60 4.5%
3 22.80 7 16 0 11 845 4.8%
4 124.48 8 108.34 0 12 825.92 4.8%

Table 3 presents the corresponding data with the peer-to-peer network for the simulation run (i.e., 100s—
200s). As expected, there is no packet lost in both GS and PS flows. Therefore, we omit to list the packet
loss ratio () for the GS and the PS flows in the table. From the table we see that, our framework provides
the protection for the GS, PS, and AS traffic from the burst of the BE ftp traffic, therefore, achieving some
degree of rate guarantees. Note that flows 5 and 6 are burst traffic, which are more aggressive than the token
bucket constrained flows 7 and 8. In flows 5 and 6, there are considerable packets marked as BE traffic at
the network edge because of the burstiness; while in flows 7 and 8, few packets are marked as BE traffic.
Therefore, flows 5 and 6 have a higher dropping rate than flows 7 and 8. It is worth noting that all the
dropped packets in flows 5 and 6 arat-of-profile therefore BE traffic. Thus, by properly configuring the
RIO, we can indeed protect the-profile AS packets from botlout-of-profile (although they are within the
same AS flow, they are actually marked as BE traffic) and BE ftp traffic.

In Table 3, flows 9 to 12 are BE flows. We see that these BE flows have a similar packet dropping
rate. Moreover, their throughput are reasonable close to each other. Therefore, we conclude that the residual
bandwidth of the link is relatively fairly distributed among the BE ftp flows, which is achieved by the random
early dropping property of the RED buffer management mechanism.
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Table 4: Flow throughput (Kb/s) and packet loss rates for the 12 flows chosen from the path traversing G1(S)

to G1(D) in the in the parking-lot network.

GS/PS AS BE
Flow id. | Throughput|| Flow id. | Throughput| Loss rate|| Flow id. | Throughput| Loss rate
1 13.66 5 15.58 5.2% 9 314.49 7.0%
2 115.92 6 120.3 4.0% 10 293.68 7.1%
3 13.26 7 16 0 11 306.3 6.7%
4 122.47 8 119.6 0 12 310.07 7.0%

Table 5: Flow throughput (Kb/s) and packet loss rates for the 12 flows chosen from the path traversing G1(S)
to G1(D) in the in the chain network.

GS/PS AS BE
Flow id. | Throughput|| Flow id. | Throughput| Loss rate|| Flow id. | Throughput| Loss rate
1 16 5 15.74 4.6% 9 335.63 5.7%
2 103.92 6 107.27 4.3% 10 334.4 6.5%
3 14.78 7 14.45 0 11 355.29 6.0%
4 124.15 8 119.44 0 12 340.21 6.5%

Again, the same observations on the traffic throughput and packet loss rate hold for the simulations with
the parking lot and chain network configurations, which are presented in Tables 4 and 5, respectively.

5.2.2 Control Plane

In the second set of simulations, we examine the capability of the BB entity in controlling the network load
for each type of services. Because only the bottleneck links will play a role in flow admission control,
we will only conduct simulations with the peer-to-peer network (Fig. 11) here. In these simulations, the
capacity of the link between the ingress router 11 and the egress router E1 is set to 100 Mb/s. The simulated
times are 2000 seconds, of which the first 1500 seconds are the simulation warming-up times.

Because the BE traffic does not require any service guarantee and does not contact with the BB before
sending traffic, there is no need to consider the BE traffic in this set of simulations. Therefore, we will focus
on the three types of traffic that does require admission control: the GS, the PS, and the AS.

We set the GS flows be thexp2type traffic, and all the PS and AS flows be the4type traffic. Flows
have an exponentially distributed inter-arrival time with a mean of 0.133 seconds and an exponential holding
time with a mean of 120 seconds. Each new flow arrival will request the GS, the PS, or the AS with equal
probability.

In the simulations, we set a target network load ratio for a service requirement type in the BB using the
static link sharing policy. Figures 17(a) and (b) present the network load for the following two cases: 1)
Case 1.4 = 0.1, p% = 0.2, andp?® = 0.3; and 2) Case 2u%% = % = ;4% = 0.3. As shown
in the figures, the BB entity can indeed control the network load on the data plane so that each service type
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Figure 17: Traffic load on the link between ingress and egress nodes for each type of services in the peer-to-
peer network.

conform to its targeted ratio.

6 Related Work

A node architecture base on strict priority (SP) scheduling was proposed [17] to provide integrated transport
of the PS, the AS, and the BE services. However, it has been shown [2, 7] that, under certain utilization,
the concatenation of such class-based strict priority (SP) schedulers can cause delay jitter unbounded! This
means that such node architecture [17] cannot always support the PS, which should experience low delay
jitter. On the other hand, the node architecture proposed in this paper based on the VTRS/CSVC and SP can
provide hard jitter bound to the PS (see (17)). Furthermore, our node architecture can also support the GS,
which is otherwise not possible under the FIFO CBQ and SP architecture in [17].

The idea of virtual time has been used extensively in the design of packet scheduling algorithms such
as VC [22] and WFQ [9]. The notion of virtual time defined in these contexts is used to emulate an ideal
scheduling system and is definiedal to each scheduler. Computation of the virtual time function requires
per-flowinformation to be maintained. In contrast, in this paper the notion of virtual time embodied by
packet virtual time stamps can be viewedgisbal to an entire domain. Its computationdere stateless,
relying only on the packet state carried by packets.

In [20], the first core stateless scheduling algoritlware jitter virtual clock(CJVC), was designed and
shown to provide the same end-to-end delay bound as a stateful VC-based reference network. In addition,
an aggregate reservation estimation algorithm was developed for performing admission control without per-
flow state. Our VTRS/CSVC is motivated and inspired by the results in [20]. However, the VTRS differs
from [20] in several aspects. The VTRS is defined to serve asifging scheduling framewonkhere
diverse scheduling algorithms can be employed to support the GS [24]. The notion of packet virtual time
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stamps under the VTRS can lead to the design of new core stateless scheduling algorithraeree.g.,
stateless virtual clockCSVC). Furthermore, the VTRS is defined with an aim to decouple the data plane

and the QoS control plane so that a flexible QoS provisioning and control architecture can be developed at
the network edge, without affecting the core of the network. Given the capabilities of the VTRS, this paper

is, in some sense, a sequel to our previous work [24]. More specifically, we show that, in addition to the
GS, we can also support the PS, the AS, and the BE services under the same node architecture as proposed
in this paper. Furthermore, we also present detailed design and operations on the control plane (BB) and
show how QoS control and provisioning can be performed solely at the BB without incurring any additional
complexity on the core routers.

The BB model was first proposed in [17] for the PS and the AS using the DiffServ model. Under
the BB architecture, admission control, resource provisioning, and other policy decisions are performed
by a centralized BB in each network domain. However, many issues regarding the design of BB such as
admission control and QoS provisioning have not been addressed adequately. Furthermore, so far it is not
clear what level of QoS guarantees can be supported and whether core routers are still required to perform
local admission control and QoS state management under the BB architecture proposed in [17]. On the
other hand, the BB architecture described in this paper, which builds upon VTRS/CSVC, decouples QoS
control functions from core routers. Our BB architecture supports per flow GS (in addition to the PS and
the AS) and performs admission control and QoS state management solely at the BB, without incurring any
additional complexity to the core routers on the data plane.

7 Conclusion

We presented architecture and mechanisms to support multiple QoS under the DiffServ paradigm. On the
data plane, we presented a node architecture based on the virtual time reference system (VTRS). The key
building block of our node architecture is the core-stateless virtual clock (CSVC) scheduling algorithm,
which, in terms of providing delay guarantee, has the same expressive power as a stateful weighted fair
queueing (WFQ) scheduler. With the CSVC scheduler as our building block, we designed a node archi-
tecture that is capable of supporting integrated transport of the GS, the PS, the assured service (AS), and
traditional best effort (BE) service. On the control plane, we designed a BB architecture to provide flexible
resource allocation and QoS provisioning. Simulation results demonstrated that our architecture and mech-
anisms can indeed provide scalable and flexible support for integrated traffic of the GS, the PS, the AS, and
the BE services.
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