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SUMMARY In this paper we study the scalability issue in
the design of a centralized bandwidth broker model for dynamic
control and management of QoS provisioning. We propose and
develop a path-oriented, quota-based dynamic bandwidth alloca-
tion mechanism for efficient admission control operations under
the centralized bandwidth broker model. We demonstrate that
this dynamic bandwidth allocation mechanism can significantly
reduce the overall number of QoS state accesses/updates, thereby
increasing the overall call processing capability of the bandwidth
broker. Based on the proposed dynamic bandwidth allocation
mechanism, we also extend the centralized architecture with a
single bandwidth broker to a hierarchically distributed architec-
ture with multiple bandwidth brokers to further improve its scal-
ability. Our study demonstrates that the bandwidth broker ar-
chitecture can be designed in such a manner that it scales with
the increase in the network capacity.
key words: bandwidth broker, admission control, resource reser-

vation, scalability, quality of service, Internet

1. Introduction

In the IETF Differentiated Services (DiffServ) frame-
work, a centralized model based on the notion of band-
width broker (BB) [4] has been proposed for the con-
trol and management of QoS provisioning to reduce the
complexity of QoS control plane. Under this centralized
model, each network domain has a bandwidth broker (a
special network server) that is responsible for maintain-
ing the network QoS states and performing various QoS
control and management functions such as admission
control, resource reservation and provisioning for the
entire network domain. Issues in designing and build-
ing such a centralized bandwidth broker architecture
have been investigated in several recent studies [1], [6],
[8].

This centralized bandwidth broker model for QoS
control and management has several appealing features.
For example, the centralized bandwidth broker model
decouples (to a large extent) the QoS control plane from
the data plane. In particular, QoS control functions
such as admission control and QoS state maintenance
are removed from the core routers of a network domain,
reducing the complexity of the core routers. Conse-
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quently, no hop-by-hop signaling for reservation set-up
along the data path is needed, removing the signaling
overhead from core routers. Furthermore, because the
network QoS states are centrally managed by the band-
width broker, the problems of unreliable or inconsistent
control states are circumvented [5]. This is in contrast
to the IETF Integrated Services (IntServ) QoS control
model based on RSVP [2], [7], where every router par-
ticipates in hop-by-hop signaling for reserving resources
and maintains its own QoS state database. Hence in
this respect, the centralized bandwidth broker model
provides a more efficient alternative for QoS control
and management.

However, the centralized bandwidth broker model
for QoS control and management also introduces its
own scalability issue, in particular, the ability of the
bandwidth broker to handle large volumes of flows as
the network system scales. In a DiffServ network where
only slow time scale, static resource provisioning and
traffic engineering (e.g., those performed to set up vir-
tual private networks) are performed, the scalability
problem may not be acute. But with the rapid evo-
lution of today’s Internet, many new applications and
services such as Voice over IP (VoIP), on-demand me-
dia streaming and real-time content delivery (e.g., stock
quotes and news) may require dynamic QoS control and
management such as admission control and resource
provisioning at the time scale of flow arrival and depar-
ture. In these circumstances, an improperly-designed
centralized bandwidth broker system can become a po-
tential bottleneck—limiting the number of flows that
can be accommodated into the network system while
the network system itself is still under-loaded.

The objective of this paper is to study the scal-
ing issues in the centralized bandwidth broker model
for flow-level dynamic QoS control and management.
We consider the factors that may potentially affect the
scalability of the centralized bandwidth broker model—
in particular, we identify two major limiting factors:
1) the memory and disk access speed, and 2) commu-
nication capacity between the bandwidth broker and
edge routers. Because of the need to access and up-
date the network QoS states during admission con-
trol operations, the number of memory and disk ac-
cesses/updates plays a dominant role in the time the
bandwidth broker takes to process flow reservation re-
quests. Therefore, reducing the overall number of QoS
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state accesses/updates is a key means to enhance the
overall call processing capability of the bandwidth bro-
ker, thereby its scalability. In this paper we develop a
path-oriented, quota-based dynamic bandwidth alloca-
tion approach to address this issue. This approach is
designed based on the two-level representation of the
network QoS states proposed in [8], i.e., a path QoS
state database representing the path-level QoS states as
well as a link QoS state database representing the link-
level QoS states of the network domain. By allocating
bandwidth in units of quota to paths on demand, the
proposed dynamic bandwidth allocation approach lim-
its the majority of flow reservation requests to the path
state accesses/updates only, avoiding the more time-
consuming link state accesses and updates. As a re-
sult, the overall number of QoS state accesses/updates
is significantly reduced, thus increasing the overall call
processing capability of the centralized bandwidth bro-
ker system.

This path-oriented, quota-based dynamic band-
width allocation approach also leads to a natural archi-
tectural extension to the centralized bandwidth broker
model: a hierarchically distributed bandwidth broker
architecture to address the scaling problem caused by
the potential communication bottleneck between the
centralized bandwidth broker and edge routers. We
propose a hierarchically distributed architecture con-
sisting of a number of edge bandwidth brokers, each of
which manages a (mutually exclusive) subset of path
QoS states and performs admission control for the cor-
responding paths, and a central bandwidth broker which
maintains the link QoS state database and manages the
quota allocation among the edge bandwidth brokers.
We conduct extensive simulations to investigate the im-
pact of the proposed mechanisms and architectural ex-
tensions on the network system performance, and to
demonstrate their efficacy in enhancing the scalability
of the centralized bandwidth broker model. Our study
shows that the scalability issue of the centralized band-
width broker model can be addressed effectively, with-
out incurring any additional overhead at core routers.

The remainder of the paper is organized as follows.
In Sect. 2, we first present a centralized bandwidth bro-
ker architectural model, and then discuss the poten-
tial scaling issues of the centralized bandwidth broker
architecture. In Sect. 3, we describe the basic path-
oriented, quota-based dynamic bandwidth allocation
approach, and study its efficacy in enhancing the overall
call processing capability of the centralized bandwidth
broker system. In Sect. 4, we design a hierarchically
distributed multiple bandwidth broker architecture us-
ing the path-oriented, quota-based dynamic bandwidth
allocation approach. Its impact on the system perfor-
mance is also investigated. In Sect. 5, we discuss several
possible enhancements to our bandwidth brokers archi-
tecture. We conclude the paper in Sect. 6.

Fig. 1 A bandwidth broker architecture.

2. Bandwidth Broker Architecture: Basic
Model and Scaling Issues

As the basis for our study, in this section, we first
present a basic centralized bandwidth broker architec-
tural model and describe how admission control is per-
formed under such a model. We then discuss the poten-
tial scaling issues in this centralized bandwidth broker
model, and briefly outline the solutions that we will
develop in this paper to address these issues.

2.1 The Basic Bandwidth Broker Model

The basic centralized bandwidth broker model for the
management and control of the QoS provisioning of
a network domain is schematically depicted in Fig. 1.
This model is based on the bandwidth broker archi-
tecture proposed in [8]. In this architectural model,
the bandwidth broker centrally manages and maintains
a number of management information (data) bases
(MIBs) regarding the network domain. Among them,
the network topology database and network QoS state
databases are most relevant to the study of this paper.
The network topology database and network QoS state
databases together provide a logical representation (i.e.,
a QoS abstraction) of the network domain and its en-
tire state. With this QoS abstraction of the network
domain, the bandwidth broker performs QoS control
functions by managing and updating these databases.
In this sense, the QoS control plane of the network do-
main is decoupled from its data plane. The core routers
of the network domain are removed from the QoS con-
trol plane: core routers do not maintain any QoS reser-
vation states, whether per-flow or aggregate, and do not
perform any QoS control functions such as admission
control.

In our centralized bandwidth broker model, the
network QoS states are represented at two levels: link-
level and path-level. The link QoS state database main-
tains information regarding the QoS state of each link



ZHANG et al.: ON SCALABLE DESIGN OF BANDWIDTH BROKERS
2013

in the network domain, such as the total reserved band-
width or the available bandwidth of the link. The path
QoS state database maintains the QoS state informa-
tion regarding each path of the network domain, which
is extracted and “summarized” from the link QoS states
of the links of the path. An example of the path QoS
state is the available bandwidth along a path, which
is the minimal available bandwidth among all its links.
As shown in [8], by maintaining a separate path-level
QoS states, the bandwidth broker can conduct fast ad-
missibility test for flows routed along the path. Fur-
thermore, path-wise resource optimization can also be
performed based on the (summarized) path QoS state.
As will be demonstrated in this paper, this two-level
representation of the network QoS states is also the key
means that leads to scalable design of bandwidth broker
architectures for dynamic flow-level QoS provisioning.
Lastly, we note that both the link QoS states and path
QoS states are aggregate QoS states regarding the links
and paths. No per-flow QoS states are maintained in
either of the two QoS databases. The QoS and other
control state information regarding each flow† such as
its QoS requirement and reserved bandwidth is main-
tained in a separate flow information database managed
by the bandwidth broker [8].

We now briefly describe a simple admission control
scheme to illustrate how flow-level dynamic QoS pro-
visioning can be performed under the basic centralized
bandwidth broker model. For simplicity of exposition,
throughout this paper we assume that bandwidth is the
critical network resource that we are concerned about.
We consider the flow reservation set-up request first.
When a new flow arrives at an edge router, requesting
a certain amount of bandwidth to be reserved to sat-
isfy its QoS requirement, the flow reservation set-up re-
quest is forwarded by the edge router to the bandwidth
broker. The bandwidth broker then applies an admis-
sibility test to determine whether the new flow can be
admitted. More specifically, the bandwidth broker ex-
amines the path QoS state (obtained from the corre-
sponding link states) and determines whether there is
sufficient bandwidth available along the path to accom-
modate the new flow. If the flow can be admitted, the
bandwidth broker updates the path QoS state database
and link QoS state database (as well as the flow infor-
mation database) to reflect the new bandwidth reserva-
tion along the path. If the admissibility test fails, the
new flow reservation set-up request will be rejected, and
no QoS information databases will be updated. In ei-
ther case, the BB will signal the ingress edge router of
its decision. For a flow reservation tear-down request,
the bandwidth broker will simply update the corre-
sponding link state database and path state database
(as well as the flow information database) to reflect
the departure of the flow. Clearly, using the basic ad-
mission control scheme presented above, processing ei-
ther the flow reservation set-up or tear-down request re-

quires access/update to the link QoS state database as
well as the path QoS state database. Access and update
of the link QoS states are necessary to ensure that the
link QoS states are always up-to-date, so that the band-
width broker can obtain accurate path QoS state infor-
mation and make correct admission control decisions.
We refer to this “naive” admission control scheme that
requires per-flow link QoS state access/update, as the
link-update admission control scheme. In this paper
we will present a more efficient approach to performing
bandwidth allocation and admission control that can
significantly reduce the overall number of QoS state
accesses and updates.

2.2 Scaling Issues

The issue of scalability is an important consideration in
the design of a (centralized) bandwidth broker system.
An important measure of scalability is the ability of the
bandwidth broker system to handle large volumes of
flow reservation requests, as the network system scales.
For example, as the network link capacity increases,
the call processing capability of the bandwidth broker
system, defined as the number of flow requests that
can be processed by the bandwidth broker system per
unit of time, must scale with the increasing number of
flows that can be accommodated in the network system.
In particular, the bandwidth broker system should not
become the bottleneck while the network system has
not been overloaded.

Although it is possible to enhance the call process-
ing capability of a bandwidth broker system by simply
adding more processing power or increasing memory
and disk access speed, such an approach in itself in gen-
eral does not provide a scalable solution. To develop a
scalable bandwidth broker architecture, we need to gain
a fundamental understanding of the potential scaling
issues and problems in a centralized bandwidth broker
architecture, and then devise appropriate mechanisms
and architectural extensions to address these issues and
problems. This is precisely the objective of our paper.
In this section we will identify two key factors that can
potentially limit the scalability of the centralized band-
width broker architecture, and outline the solutions we
will develop in the remainder of the paper.

There are many factors that may potentially af-
fect the call processing capability of a bandwidth bro-
ker system. Among them, the number of QoS state
access and/or update to handle a flow request plays
a prominent role. Recall that when processing a flow
reservation set-up request, the bandwidth broker must
perform an admissibility test, and if the request can
be granted, update the relevant QoS states. Likewise,

†In this paper, a flow can be either an individual user
flow, or an aggregate flow of multiple users, defined in what-
ever appropriate manner (e.g., an aggregate flow represent-
ing traffic from an institution or a sub-network).
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when processing a flow reservation tear-down request,
the bandwidth broker needs to update the relevant QoS
states. In either case, access and/or update to QoS
states, therefore the access to memory/disk, are in-
volved. Since memory/disk access speed is typically
much slower than processing speed, we argue that the
processing time of flow requests is determined in a large
part by the number of memory/disk accesses/updates.
Therefore, an important means to enhance the call pro-
cessing capability of a bandwidth broker system is to
reduce the number of accesses/updates to the network
QoS states maintained by the bandwidth broker.

Another factor that may affect the overall call pro-
cessing capability of a centralized bandwidth broker
system is the capacity of the communication channels
(e.g., the network delay and congestion, or the I/O
bandwidth at the bandwidth broker server) between a
centralized bandwidth broker system and various edge
routers. As the number of flows increases, these com-
munication channels can become a potential bottle-
neck, limiting or delaying the number of flow requests
delivered to the centralized bandwidth broker system,
thereby reducing its overall call processing capability.
To scale with the demand of the network system, a dis-
tributed multiple bandwidth broker architecture may
be called for. Therefore, architectural extension to the
basic centralized bandwidth broker model must be con-
sidered.

The focus of our paper is on the design of mecha-
nistic enhancement and architectural extension to the
basic centralized bandwidth broker model to improve
its scalability. In particular, we propose and develop
a path-oriented, quota-based (in short, PoQ) dynamic
bandwidth allocation mechanism for performing admis-
sion control. This PoQ dynamic bandwidth allocation
mechanism exploits the two-level representation of the
network QoS states used in the basic centralized band-
width broker model, and attempts to avoid accessing
and updating the link QoS states every time a flow
reservation set-up or tear-down request is processed.
In other words, this mechanism limits the majority of
accesses and updates to path QoS states only, thereby
reducing the overall number of accesses and updates to
the network QoS states. The basic PoQ mechanism is
described in detail in Sect. 3. Using the PoQ dynamic
bandwidth allocation mechanism, in Sect. 4, we extend
the basic single centralized bandwidth broker architec-
ture to a hierarchically distributed architecture with
multiple bandwidth brokers to address the scaling prob-
lem posed by the potential communication bottleneck
between the bandwidth broker system and the edge
routers. Our results demonstrate that the proposed
path-oriented and quota-based dynamic bandwidth al-
location mechanism is indeed an effective means to in-
crease the overall call processing capability of the band-
width broker. Furthermore, the bandwidth broker ar-
chitecture can be designed in such a manner that it

scales, as the network capacity increases.

3. Single Bandwidth Broker Design

In this section, we present the path-oriented, quota-
based (PoQ) mechanism for dynamic bandwidth allo-
cation under a single bandwidth broker. We first de-
scribe the basic operation of the mechanism (the base
scheme), and then analyze its complexity and perfor-
mance. Simulation results are presented at the end of
the section to illustrate the efficacy of the scheme.

3.1 The Basic PoQ Scheme

As pointed out in Sect. 2, using the basic link-update
admission control scheme to process a flow reserva-
tion set-up or tear-down request, the bandwidth broker
needs to access/update the link QoS state of each link
along the flow’s path. Hence the per-flow request pro-
cessing time is proportional to the number of link state
accesses/updates. As the volume of flow requests in-
creases, these per-flow QoS state accesses/updates can
slow down the operations of the bandwidth broker, lim-
iting its flow processing capability. Therefore, reducing
the number of link QoS state accesses/updates is an im-
portant means to prevent the bandwidth broker from
becoming a potential bottleneck. In this section, we
present the basic PoQ dynamic bandwidth allocation
mechanism for a single centralized bandwidth broker,
and illustrate how it can be employed to reduce the
overall number of link QoS state accesses and updates.
We first outline the basic ideas behind the PoQ mech-
anism, and then provide a more formal and detailed
description.

Under the basic PoQ scheme, the total bandwidth
of each link of the network is (virtually) divided into
quotas. A quota is a “chunk” of bandwidth, appro-
priately chosen, that is much larger than the average
bandwidth requirement of typical flows. Bandwidth is
normally allocated on-demand to each path in units of
quotas. To be more precise, bandwidth allocation along
a path operates in two possible modes: the normal
mode and critical mode. During the normal mode, the
bandwidth broker allocates and de-allocates bandwidth
in unit of one quota at a time. The path QoS state of
a path maintains the number of quotas of bandwidth
that have been allocated to the path, in addition to the
actual bandwidth that has been reserved for the flows
routed along the path. When a flow reservation set-up
request along a path arrives, the bandwidth broker only
needs to check the corresponding path QoS state to see
whether the quotas of bandwidth allocated to the path
are sufficient to satisfy the flow’s request. If the answer
is positive, the flow request is accepted, and the rele-
vant path QoS state is updated accordingly (i.e., the
actual reserved bandwidth along the path is increased
by the amount requested by the flow). Similarly, when
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a flow reservation tear-down request arrives, the band-
width broker simply needs to update the relevant path
QoS state (i.e., the actual reserved bandwidth of the
path is decreased by the amount reserved for the flow).
We see that in the above two cases, flow requests can
be processed by accessing and updating the path QoS
states only, without the need to access/update the link
QoS state database. When there are a large number of
flows arriving and departing in a short period of time,
with an appropriately chosen quota size, we expect that
many of these flow requests (either reservation set-up or
tear-down) will be processed by the bandwidth broker
using only the path QoS states. This key observation is
the major motivation behind our PoQ dynamic band-
width allocation mechanism.

In the case that the bandwidth allocated to a path
is not sufficient to satisfy the reservation set-up request
of a flow, the bandwidth broker will attempt to al-
locate a new quota to the path to accommodate the
flow reservation set-up request. In this case, the band-
width broker needs to check each link QoS state along
the path to see whether there is a quota available at
all the links. If this is the case, a new quota is allo-
cated to the path, and the number of available quotas
at each link of the path is decremented by 1. When
there is an extra unused quota available along a path
(due to flow departures), the extra quota will be re-
claimed by the bandwidth broker, and the extra quota
is returned to each link along the path. The available
number of quotas at these links will be increased by 1.
Clearly, quota allocation/de-allocation will incur some
overhead. In particular, the bandwidth broker needs to
access and update the link QoS states to keep track of
the available quotas at each link. Generally speaking,
large quota size tends to reduce the overhead of quota
management. On the other hand, large quota size has
other performance implications, as we will see later.

Quota allocation for a path can fail if one of the
links along the path does not have sufficient quotas left.
In this case, bandwidth allocation for the path enters
into the critical mode. More generally, when the avail-
able quota of a link falls below a threshold (say, no
quota left), we say that the link is critically loaded (or
the link is critical). When a link is critically loaded,
all paths traversing this link enter the critical mode.
Once a path is in the critical mode, the bandwidth bro-
ker will cease allocating bandwidth along the path in
units of quota. Instead, the bandwidth is allocated/de-
allocated on a per-flow basis, as in the basic link-update
scheme described in Sect. 2. In particular, it maintains
an accurate link QoS state for each critically loaded link
(e.g., the precise amount of reserved bandwidth at the
link). Hence, when processing a flow reservation set-
up/tear-down request for a path in the critical mode,
the bandwidth broker must access/update the link QoS
states of those critically loaded links along the path. In
this way, we ensure that the admission control decision

0. opp: if opp == 0, path p is in the normal mode.
1. if opp > 0, path p is in the critical mode.
2. clp: list of critical links along path p.
3. Rp: total reserved rate along path p.
4. Qp: number of quotas allocated to path p; it also denotes
5. the total quota bandwidth along p, if no confusion.
6. aqbp: available quota bandwidth on p: aqbp = Qp − Rp.
7. opl: if opl == 0, link l is not critical.
8. if opl == 1, link l is critical.
9. Cl: capacity of link l.
10. Ql: total quotas of link l.

11. aql: available quota of link l. aql = Ql −
∑

p:l∈p
Qp.

12. rbl: residual bandwidth of link l. rbl = Cl −
∑

p:l∈p
Rp.

Fig. 2 Notations.

0. Upon an arrival of a new flow f at a path p:
1. case 1: (opp == 0 and aqbp ≥ rf )
2. Rp ← Rp + rf ; accept the flow; End.
3. case 2: (opp == 0 and aqbp < rf )
4. request more quota on all the links l: l ∈ p (Fig. 4);
5. case 3: (opp > 0)
6. request bandwidth rf on all critical links: l ∈ clp (Fig. 4);
7. for l �∈ clp
8. if (aqbp < rf ) request more quota (Fig. 4);
9. if (all requests are granted)
10. update Qp if more quotas are allocated;
11. Rp ← Rp + rf ; accept the flow; End.
12. else reject the flow reservation set-up request; End.

Fig. 3 Path-level admission control.

0. Upon a path p requests rp on a link l:
1. /* rp can be a quota or a flow’s request rate */
2. case 1: (opl == 0 and aql < rp)

3. collect residual bandwidth: rbl ← Cl −
∑

p:l∈p
Rp;

4. if (rbl < rp) reject the request; End.
5. case 2: (opl == 1 and rbl < rp)
6. reject the request; End.
7. /* The request can be honored */
8. if (opl == 0 and aql < rp)
9. opl ← 1; /* transition: normal → critical */
10. for (p′ : l ∈ p′)
11. clp′ ← clp′ ∪ l; opp′ ← opp′ + 1;
12. case 1: (opl == 0) aql ← aql − 1;
13. case 2: (opl == 1) rbl ← rbl − rp.

Fig. 4 Link-level bandwidth/quota allocation.

is always made correctly. The reason why we switch to
the link-update admission control scheme is that flow
reservation set-up request will not be rejected unnec-
essarily (as the bandwidth is still available). As a re-
sult, whenever a flow is admitted using the link-update
scheme, it will also be admitted using the basic PoQ
scheme. In the next section, we will consider a “lossy-
path” model in the context of the multiple bandwidth
brokers. The “lossy-path” model can also be used in
combination with the basic PoQ scheme to reduce the
link QoS state access/update overhead.

In the above we have provided an outline of the
basic PoQ dynamic bandwidth allocation scheme. A
more formal and detailed description of the scheme is
presented in pseudo-code in Figs. 3, 4, and 5. Figure 2
summarizes the notation used in the description. For
the ease of exposition, the scheme is divided into three
function blocks. Figure 3 describes the path-level ad-
mission control for flow reservation set-up and quota
allocation management. Figure 4 describes the link-
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0. Upon an existing flow f departs on a path p:
1. Rp ← Rp − rf ;
2. if (opp > 0)
3. for (l ∈ clp)
4. rbl ← rbl + rf ; re-compute aql;
5. if (aql ≥ 0) /* transition: critical → normal */
6. for (p′ : l ∈ p′)
7. opp′ ← opp′ − 1; set Qp′ ;
8. clp′ ← clp′ − l;
9. else if (opp == 0 and p has excess quota)
10. Qp ← Qp − 1; /* return excess quota */
11. for (l ∈ p)
12. aql ← aql + 1;

Fig. 5 Scheme for handling flow departure.

level bandwidth allocation and quota allocation man-
agement. Finally, Fig. 5 describes both the path-level
and link-level bandwidth and quota management oper-
ations for handling flow departures.

3.2 Complexity and Performance

In this section, we will provide a simple analysis of the
complexity of the basic PoQ dynamic bandwidth al-
location scheme, and compare it with the link-update
admission control scheme in terms of the QoS state ac-
cess/update overhead. Since the path QoS states are
always accessed/updated for every flow reservation set-
up/tear-down request, we focus on the number of link
QoS state accesses/updates. We measure the complex-
ity (or cost) of the PoQ scheme by the expected number
of link QoS state access/update per-flow, i.e., the num-
ber of link QoS state accesses and updates incurred by
processing a flow arrival and departure.

Consider a network domain whose average path
length is P . Let φ be the probability that an “aver-
age” path of length P is in the critical mode, and γ be
the probability a flow is rejected due to unavailability
of bandwidth along the path. Note that under the ba-
sic PoQ scheme, a flow can only be rejected when the
path is in the critical mode. In addition, let ϕ and χ de-
note, respectively, the probability that the flow reserva-
tion set-up request triggers a quota allocation, and the
probability that the flow reservation tear-down request
triggers a quota de-allocation, conditioned on that the
flow is admitted. Then the expected number of link
access/update per-flow, denoted by ΘPoQ, is given by
the following expression:

ΘPoQ = Pγ + 3Pφ(1 − γ) + P (ϕ + χ)(1 − γ). (1)

The first term in the above expression is the number
of link QoS state accesses for a flow that is rejected.
The second term is the number of link QoS accesses
and updates for processing a flow arrival in the critical
mode plus the number of link QoS state updates for
processing a flow departure in the critical mode. Here
we assume that to admit a flow in the critical mode, the
relevant link states are first accessed for the admissibil-
ity test, and then updated after the flow is admitted.
Note also that for a flow admitted in the normal mode,

no link QoS state is accessed or updated. The last term
in (1) reflects the overhead of quota allocation and de-
allocation.

Comparing the expected number of link QoS state
access/update per-flow of the PoQ scheme with that
of the naive link-update admission control scheme,
ΘL−U = Pγ + 3P (1 − γ), we see that the reduction
in the per-flow number of link QoS access/update un-
der the PoQ scheme is (approximately) proportional to
1 − φ. Hence if the network system can accommodate
N flows, then the reduction in the total number of link
QoS access/update is in the order of N(1 − φ). For a
large N , this can amount to significant access/update
reduction, even when φ is fairly close to 1 (say, φ = 0.9).
On the other hand, this reduction in the number of link
QoS state access/update is offset to some degree by the
overhead of quota allocation/de-allocation. Hence, ju-
dicious choice of quota size is important in controlling
this overhead and balancing the overall access/update
reduction. This issue will be investigated in our simu-
lation study in the next section.

Before we leave this section, we comment that the
complexity of the PoQ scheme can be analyzed formally
using queueing theory. In particular, under the assump-
tion of exponential flow arrival and departure, the PoQ
scheme can be modeled as a Markovian system, and the
probabilities γ, φ, ϕ and χ can be derived either pre-
cisely or approximately. A key result from the analysis
is that as the network capacity increases (thus the num-
ber of flows that can be accommodated also increases),
the probability φ that a path enters the critical mode
decreases, while the normalized network load (defined
as the ratio of the offered load to the network capac-
ity) is fixed. This observation is also supported by our
simulation results, as we will see in the next section.
Hence the PoQ scheme indeed improves the scalability
of the centralized bandwidth broker model.

3.3 Simulation Investigation

In this section, we conduct simulations to study the
performance of the basic PoQ scheme. In particular,
we will investigate the impact of quota size on the per-
formance of the scheme and its scaling property as the
network capacity increases.

Since using the PoQ scheme the QoS states of a
link are only accessed/updated when the link becomes
critical, in our simulations, we use a simple network
topology with one bottleneck link to study the num-
ber (or cost) of link QoS state accesses and updates.
This simple topology allows us to focus on the key
features of the PoQ scheme and provide an adequate
environment to explore its performance. The network
topology is shown in Fig. 6, where K ingress routers,
I1, I2, . . . , IK, are connected via a core router R1 to an
egress router E1. The link R1 → E1 is the bottleneck
link of the network topology, and the links Ii → R1
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are assumed to have infinite capacity, i = 1, 2, . . . , K.
Flows arriving at the ingress routers have an exponen-
tial inter-arrival time with its mean denoted by 1/λ,
and an exponential holding time with its mean denoted
by 1/µ. In our simulations the mean flow holding time
1/µ is fixed at 900 seconds, while we vary the mean
flow inter-arrival time to produce different offered load.
The offered load, ρ, defined as λ/µ, represents the av-
erage number of flows that may exist in a system (if no
flows are blocked). Each flow requests one unit of band-
width, and the bottleneck link R1 → E1 has C units
of bandwidth. Hence the maximum number of flows
that can be accommodated by the bottleneck link is C.
We introduce the normalized network load, a, defined
as ρ/C, as a metric for measuring how heavy the bot-
tleneck link is loaded. For example, if a < 1, i.e., the
offered load (the average number of flows that may exist
at any time) is less than what can be accommodated by
the bottleneck link, the system is considered not over-
loaded. Otherwise, the network system is considered
overloaded. In our simulation study, all simulations last
10000 simulated seconds, of which 6000 seconds are the
warm-up time. Each value reported in the results is the
mean of 5 simulation runs with different random seeds
for the mean flow inter-arrival time†.

In the first set of simulations, we examine the im-
pact of quota size on the performance of the scheme.
In this set of simulations, the bottleneck link capacity
C is 5400. The number of paths K is set to 3, i.e., we
have three ingress routers, I1, I2, and I3. Flow ar-
rivals are uniformly distributed onto the three ingress
routers. We conduct simulations using five different
quota size, namely, 30, 60, 100, 120, and 150. The sim-
ulation results are summarized in Table 1 under two
different normalized loads (a = 0.95 and a = 1.00). In

Fig. 6 Network topology used in the simulations.

Table 1 Dynamics of flow processing and quota allocation during admission control
(C = 5400).

Normalized load a = 0.95 a = 1.00
Quota size 30 60 100 120 150 30 60 100 120 150
Total flow arrivals 22946 22946 22946 22946 22946 24099 24099 24099 24099 24099
Total accepted flows 22946 22946 22946 22946 22946 23878 23878 23878 23878 23878
Flows accepted in normal 22946 22946 22570 22464 22395 17519 11204 7582 7370 7319
Flows accepted in critical 0 0 376 482 551 6359 12674 16296 16508 16559
Quotas allocated 736 396 220 155 39 499 114 6 0 0
Quotas de-allocated 739 397 222 156 39 499 114 6 0 0

this table, we list the total number of flow arrivals at
all the ingress routers, the total number of flows ac-
cepted into the network system, and among the flows
accepted, the total number of flows accepted in the nor-
mal mode as well as the total number of flows accepted
in the critical mode. We also list the total number
of quota allocation/de-allocation operations performed
by the bandwidth broker after the warm-up period (i.e.,
when the network system is in a more stable state).

From Table 1 we see that in the case of a = 0.95,
i.e., the network is relatively light-loaded, the majority
of the flows are accepted in the normal mode. In partic-
ular, when the quota size is 30 and 60, respectively, all
flows are accepted in the normal mode, whereas when
the quota size increases to 100, 120 and 150, only a
few hundreds of flows are accepted in the critical mode.
Hence, in this light-load case, the proportion of calls ac-
cepted in the critical mode is very small. In contrast, in
the case of a = 1.00, i.e., the network is heavily loaded,
the proportion of flows accepted in the critical mode
increases significantly. In particular, when the quota
size becomes large, the majority of flows are accepted
in the critical mode. Figure 7 shows the proportion of
flows accepted in the critical mode with five different
quota size, as the normalized network load increases.
We see that when the network is relatively light-loaded
(say, a ≤ 0.95), the quota size has little impact on the
portion of the flows accepted in the critical mode. How-
ever, as the network load increases, the impact of the
quota size is more significant. In particular, when the
normalized load reaches a = 1.00, more than half of
the flows are accepted in the critical mode for quota
size of 60 or larger. Hence when the network is over-
loaded, the quota size has a significant impact on the
performance of the PoQ scheme. It is also interesting to
observe that in the heavy-load cases, further increasing
the quota size beyond a certain value (say, 100) does
not seem to have much further impact†.

We now shift our attention to the cost of the
PoQ scheme, namely, the expected number of link QoS
state access/update. To simplify discussion, we focus
on the number of link QoS state update incurred by

†Given that each value is the mean of 5 simulation runs,
the data reported in the paper is only used for the illustra-
tion purpose to demonstrate the properties of the schemes
under different conditions.
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Fig. 7 Proportion of flows accepted in critical mode (C =
5400).

Fig. 8 Expected number of link-level QoS update
per-accepted-flow (C = 5400).

flow arrivals and the overhead of quota allocation/de-
allocation. Hence, instead of using the expected num-
ber of link QoS state access/update for each flow (i.e.,
ΘPoQ defined in Sect. 3.2), we use a simplified cost met-
ric, the expected number of link QoS state update for
accepted flows, defined below:

Θ̂PoQ =
M + G + L

N
, (2)

where N denotes the total number of accepted flows,
M the number of flows accepted in the critical mode,
and G and L denote a number of quota allocations and
de-allocations, respectively.

Figure 8 shows the expected number of link QoS
state update per-accepted-flow as a function of the nor-
malized network load for various quota size. The bot-
tleneck link capacity C is set to 5400. From the fig-
ure we see that when the normalized network load is
below 0.98, the expected cost of link QoS state up-
date per-accepted-flow is less than 0.5 for all the quota
size. Hence, on average, more than half of the flows
accepted do not require any link QoS updates. Even
when the network is heavily overloaded, say, a = 1.03,
the expected number of link QoS state update per-
accepted-flow is still less than 0.8. In other words,

the PoQ scheme is capable of reducing the overhead
of per-flow processing even during heavy load scenar-
ios. In general, smaller quota size tends to have bet-
ter performance when the network is heavily loaded.
This is because the link QoS update cost is dominated
by the cost incurred by flows accepted in the critical
mode. On the other hand, when the network is not
heavily loaded (say a = 0.95), smaller quota size (say
30) actually incurs more overheads because of frequent
quota allocation/de-allocation operations. These ob-
servations are also supported by the data shown in Ta-
ble 1.

To demonstrate the scalability of our PoQ dynamic
bandwidth allocation scheme, we examine how the ex-
pected number of link QoS state update per-accepted-
flow changes as we increase the network capacity (in
this case the bottleneck link capacity C). The results
are plotted in Fig. 9 for two different quota sizes: (a)
30 and (b) 100. From the figures, we see that as the
network capacity increases, the expected link level QoS
update cost per-accepted-flow decreases. This is actu-
ally not too surprising (see our comments at the end of
Sect. 3.2): with the normalized network load fixed, the
probability that a flow is accepted in the critical mode
decreases as the link capacity increases, due to the in-
creased multiplexing gain. These results demonstrate
that the PoQ scheme scales well as the network capac-
ity increases. This is particularly the case, when the
network is not heavily overloaded. When the network
is heavily loaded, our scheme still leads to some amount
of cost reduction (especially with appropriately chosen
quota size)—albeit not as significant as when the net-
work is not heavily loaded. Note that when the network
is heavily overloaded, some slow-down in flow request
processing may not be a severe problem, since the net-
work itself may not be capable of accommodating all
the incoming flow requests. Furthermore, in this case
we can use an extended PoQ scheme (the lossy-path
PoQ scheme introduced in the next section) to further
improve the flow processing capability of the bandwidth
broker.

Lastly, we consider the impact of the number of
paths sharing a bottleneck link on the performance of
the PoQ scheme. Figure 10 shows the proportion of
flows accepted in critical mode as we increase the num-
ber of paths sharing the bottleneck link. In this set
of simulations the normalized load a is set to 0.95.
Note that when there are a small number of paths,
most of the flows can be accepted in the normal mode.
But when the number of paths are large, large quota

†One possible reason may be that when the quota size
is beyond certain threshold, a path is not able to release
a quota as flows come and leave after the system enters a
stable state. Therefore using any quota size beyond the
threshold will result in the similar results on the proportion
of calls accepted in the critical model. More investigation
is needed to verify this point.
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size causes more flows to be accepted in the critical
mode. This is because there are not enough quotas
to go around among all the paths. As a general rule-
of-thumb, in order to make the PoQ scheme work ef-
ficiently, the ratio of the number of quotas a link has
over the number of the paths sharing the link should
be reasonably large. In particular, in a network where
many paths sharing a bottleneck link, smaller quota
size is preferred.

Fig. 9 Expected number of link QoS state updates as the
network capacity increases.

Fig. 10 Proportion of flows accepted in critical mode as the
number of paths increases (C = 5400, a = 0.95).

4. Multiple Bandwidth Broker Design

In this section we extend the centralized bandwidth
broker architecture with a single bandwidth broker
to a hierarchically distributed architecture with mul-
tiple bandwidth brokers. This multiple bandwidth bro-
ker (MBB) architecture addresses the scaling prob-
lem posed by the potential communication bottleneck
between the bandwidth broker system and the edge
routers. The MBB architecture is presented in Sect. 4.1,
where an extended PoQ mechanism—the lossy-path
PoQ dynamic bandwidth allocation scheme—is also in-
troduced to further reduce the call processing overhead
at the central bandwidth broker. Simulation results are
presented in Sect. 4.2.

4.1 Architecture and Mechanisms

The hierarchically distributed multiple bandwidth bro-
ker architecture we propose is designed based on the
two-level network QoS representation and the PoQ dy-
namic bandwidth broker architecture. As illustrated in
Fig. 11, the proposed MBB architecture consists of a
central bandwidth broker (cBB) and a number of edge
bandwidth brokers (eBBs). The central bandwidth bro-
ker maintains the link QoS state database and man-
ages quota allocation and de-allocation among the edge
bandwidth brokers. Whereas, each of the edge band-
width brokers manages a mutually exclusive subset of
the path QoS states and performs admission control
for the corresponding paths. The number of eBBs can
vary, depending on the size of the network domain. In
the extreme case, for example, we can have one eBB
for each edge router (as shown in Fig. 11), and the eBB
can co-locate at the edge router.

When a flow arrives at an edge router, the flow
reservation set-up request is forwarded by the edge
router to the eBB that is in charge of the flow’s path.
The eBB will make admission control based on the path
state it maintains such as the currently available band-

Fig. 11 Multiple bandwidth brokers on the control plane for a
network domain.
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width allocated to the path. If no sufficient bandwidth
is available on the path, the eBB requests a new quota
for the path from the cBB. If the request is granted, the
eBB admits the flow and updates its path QoS state. If
the request fails (i.e., one or more links along the path
are critically loaded), we can operate just like the basic
PoQ scheme: the eBB forwards the flow reservation re-
quest to the cBB, which will perform admission control
using the per-flow link-update scheme. We refer to this
eBB operation model the non-lossy-path model, as no
flows will ever be rejected by the eBB, based on its path
QoS state. We now introduce an alternative eBB oper-
ation model—the lossy-path model. Under this model,
when a quota request fails, the eBB will simply reject
the flow reservation request, instead of passing it to the
cBB. We refer to the PoQ dynamic bandwidth alloca-
tion scheme under the lossy-path model the lossy-path
PoQ scheme. With the lossy-path PoQ scheme, the role
of cBB is much simpler: it performs only quota man-
agement, and all admission control decisions are now
delegated to the eBBs. Combining the proposed MBB
architecture with this lossy-path PoQ scheme, not only
can we minimize the communication bottleneck to the
cBB, but also we can significantly reduce the process-
ing burden at the cBB. This is particularly desirable
in a large network with high traffic intensity. Clearly,
the enhanced scalability of the architecture is gained at
the expense of some loss in performance, as some flows
that are rejected may be accommodated if the non-
lossy-path model is used. In the next section we will
investigate the performance implication of the lossy-
path MBB architecture model.

Before we move on to the simulation investigation,
we would like to comment on some of the advantages of
the proposed MBB architecture. Note that a straight-
forward approach to building a distributed bandwidth
broker architecture to avoid the communication bottle-
neck problem would be a replicated bandwidth broker
system, with multiple identical bandwidth brokers geo-
graphically dispersed in the network domain. However,
due to the need to both access and update the network
QoS states, maintaining consistent QoS state databases
requires synchronization among the bandwidth brokers,
which can be time-consuming and problematic. In con-
trast, our hierarchically distributed bandwidth broker
architecture does not suffer such a problem, owing to
the appropriate partition of the path QoS states and
the PoQ dynamic bandwidth allocation mechanism we
employ.

4.2 Simulation Investigation

In this section, we conduct simulations to study the
performance of the MBB architecture using the lossy-
path PoQ dynamic bandwidth allocation scheme. We
use the same network topology as shown in Fig. 6, with
the number of paths traversing the bottleneck link set

to 3. We assume that there is an eBB associated with
each path. The normalized link capacity with respect
to the flow rate is 5400. All flows have an exponential
holding time with a mean of 900 seconds. We again
vary the flow arrival rate to produce different network
loads.

Recall that under the lossy-path MBB architec-
ture, an eBB will reject a flow when its request to the
cBB for a new quota fails, i.e., when the bottleneck
link has no quota left. Note that in this case, the to-
tal unreserved bandwidth (in b/s) on the link may be
sufficient to accommodate the flow, since it is possible
that not all the paths have used up the bandwidth al-
located to it. Hence, in general, the lossy-path model
may result in a higher flow blocking rate than the non-
lossy-path model. Figure 12 shows the flow blocking
rates of the lossy-path model with three different quota
sizes, as we vary the network load. The flow block-
ing rate of the non-lossy-path model is also plotted for
comparison. We see that when the normalized net-
work load is below 0.95, all flows are accepted under
all the schemes. As the load is increased, a small por-
tion of flows is rejected. The lossy-path model suffers
some performance loss compared to the non-lossy-path
model. As expected, the larger the quota size is, the
bigger the performance loss is. In addition, the per-
formance loss enlarges as the network load increases.
However, after the normalized network load reaches 1,
the performance loss does not seem to increase visibly,
in particular for the two larger quota size. This is likely
due to the fact that once the network is overloaded, a
large portion of those flow reservation set-up requests
that are forwarded by the eBBs to the cBB for ad-
mission control under the non-lossy-path model end up
being rejected by the cBB. Hence rejecting these flow
requests at the eBBs does not degrade the system per-
formance significantly, in particular when the network
is highly overloaded. Overall, we observe that the per-
formance loss caused by the lossy-path model is fairly
small. We believe that at the expense of a relatively

Fig. 12 Flow blocking rate of the non-lossy-path and
lossy-path models (C = 5400).
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small performance loss, the reduced bandwidth broker
system overhead may well be worthwhile, in particular
when the network system itself is overloaded.

We comment on the advantage of our dynamic
bandwidth (in quota) allocation. A straight forward
approach to provision bandwidth on a path is the static
bandwidth allocation based on measurement of the
long-term traffic load on the path. However, such a
static provisioning procedure may not be able to reflect
the dynamics of bandwidth fluctuation and requirement
on the path in a smaller time scale–leading to either
permanent bandwidth over-provisioning or temporary
bandwidth under-provisioning along the path. The dy-
namic quota allocation under the proposed hierarchical
MBB architecture is capable of adjusting bandwidth al-
location on a path according to the offered load along
the path. This is particularly important, as inade-
quate bandwidth allocation under static provisioning
can cause flows being rejected unnecessarily, and thus
degrade the system performance.

5. Further Enhancements

As we discussed in Sects. 3 and 4, the performance of
the PoQ scheme depends critically on the quota man-
agement used in the scheme. For example, to control
the impact of the scheme on the flow blocking rate
of the system, smaller quota size is preferred; on the
other hand, smaller quotas introduce more overhead
into the system, because of potentially more frequent
quota allocation/de-allocation. In this section, we pro-
pose several extensions to the quota management of the
PoQ scheme, aiming to improve the performance and
enhance the flexibility of the PoQ scheme under dif-
ferent environments. These extensions can be applied
to both the lossy-path and non-lossy-path models. In
the simulation study presented here, however, we will
mainly focus on the lossy-path model. Throughout this
section, we use the same network topology as depicted
in Fig. 6 for the simulations, where the number of paths
traversing the bottleneck link is set to three.

5.1 PoQ with Hysteresis

In the PoQ scheme that we presented in Sects. 3 and 4,
a path will immediately return an excess quota to the
links along the path whenever there is one available. In
this way, the returned excess quota can be used by other
paths which share a link with the path. However, it is
possible that a path has an excess quota only because
of short-term, local flow fluctuations. That is, the path
may need to request a quota shortly after it returns an
excess quota to the links.

To have a better understanding of this phe-
nomenon, we introduce the notion of quota state tran-
sition rate of a path as follows. We say a path is in a
quota state i if currently i quotas are allocated on the

Fig. 13 Quota state transition rate (C = 3600, a = 0.9,
quota = 30).

path. Let Ti denote the total amount of time that a
path stays in a quota state i in an arbitrary time inter-
val. Let Ni,j be the number of transitions from quota
state i to state j during the same time interval. Then
the quota state transition rate ηi,j of the path from
state i to j in the time interval is defined as,

ηi,j =
Ni,j

Ti
. (3)

Figure 13 shows the quota state transition rates
of the path I1 → E1 after warm-up of the simulation,
where the capacity of the bottleneck link is set to 3600,
the normalized network load is 0.9, and the quota size
is 30. All flows have an exponential holding time with
a mean of 900 seconds. From the figure we see that
the quota state transition rates from the state 34 to 35
and from the state 38 to 37 are much higher than the
transition rates between other states. A close exami-
nation of the trace data reveals that most of the time
the path has 35, 36 or 37 quotas and only occasionally
goes to the states 34 and 38. Moreover, when the path
quota state goes to 34 or 38, it will only stay there for a
very short time period. Such a short time state visit is
caused by the short-term local flow fluctuations where
a small number of consecutive flow arrivals and depar-
tures triggers both quota allocation and de-allocation
in a very short time. Note that short-term local flow
fluctuations also occur in the state transitions between
35, 36 and 37 even though they are not exposed in this
simple figure.

Recall that the operations of quota allocation/de-
allocation involve per-link QoS state updates along the
path, which increases the overall overhead of the sys-
tem. Therefore, we should reduce the number of quota
allocation/de-allocation as much as possible. One sim-
ple strategy is to allow a path to hold excess quo-
tas without returning them. However, this may cause
higher flow blocking rates on other paths which share a
link with this path due to a shortage of available quotas,
which is undesirable.

To regulate the behavior of a path in handling ex-
cess quotas, we develop the following simple mechanism
based on the notion of hysteresis: each path will main-
tain a threshold to determine if the path should return
an excess quota. Instead of returning an excess quota
immediately after it is available, a path will only re-
turn an excess quota after the reservation rate along
the path is below some threshold with respect to the
current allocated quotas on the path. More formally,
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let CP denote the bandwidth allocated on a path P,
and RP be the total reservation rate of flows along the
path, respectively. Then the path will only return an
excess quota if,

RP ≤ CP − (1 + ε)Bq, (4)

where Bq is the bandwidth of a quota, and ε ≥ 0 is the
hysteresis term.

The intuition of the hysteresis-based scheme is
quite straightforward. Instead of returning an excess
quota whenever it is available, the hysteresis-based
scheme ties the policy of quota de-allocation of a path
to the (flow) traffic load on the path. When the reser-
vation rate on a path is below some threshold, it is
possible that the path will not use the excess quota in
a relatively long time interval. Therefore, it is desirable
to release the excess quota so that it can be re-used by
other paths.

In the following, we conduct simulations to study
the effectiveness of the hysteresis-based scheme. The
normalized capacity of the bottleneck link with respect
to the flow rate is 3600. All flows have an exponential
holding time with a mean of 900 seconds. We vary the
flow arrival rate to produce different network loads. In
these simulations, the value of ε is set to 0.05.

Figure 14 shows the flow blocking rates of the
hysteresis-based PoQ scheme under the lossy-path
model for two quota size: 30 and 60. For comparison,
we also include the corresponding curves of the PoQ
scheme without hysteresis.

As discussed above, the motivation of the
hysteresis-based mechanism is to reduce the amount
of quota allocations/de-allocations of the PoQ scheme.

Fig. 14 Effects of hysteresis on flow blocking rates (C = 3600,
ε = 0.05).

Table 2 Effects of hysteresis on quota allocations and de-allocations (C = 3600, ε =
0.05).

Scheme PoQ without hysteresis PoQ with hysteresis
Quota size 30 60 30 60
Normalized load 0.925 1.000 0.925 1.000 0.925 1.000 0.925 1.000
Quotas allocated 517 424 361 123 168 167 92 43
Quotas de-allocated 523 424 364 123 173 167 94 43

Table 2 presents the corresponding quota allocation/de-
allocation activities after the warm-up of the simula-
tions. From the table we see that there is a signif-
icant reductions in quota allocation/de-allocation un-
der the hysteresis-based mechanism. More specifi-
cally, compared with PoQ without hysteresis, there are
roughly about 3 to 4 times reduction in the number of
quota allocations/de-allocations in the hysteresis-based
scheme.

Clearly, the performance and effectiveness of the
hysteresis-based scheme relies on the value of ε of a
path. If the value is too conservative, more flows may
get rejected on other paths which share a link with
the path because of a shortage of available quotas. On
the other hand, an overly optimistic value may under-
mine the scheme because the threshold is not large
enough to hold an excess quota which the path will
need shortly after it is available, leading to frequent
quota allocation/de-allocation. Figure 15 shows the
flow blocking rate of the system for a case where the
quota size is 60, and Table 3 presents the correspond-
ing quota allocation/de-allocation activities of the sim-
ulations. Note that when the value of ε is 0.01, the
hysteresis-based scheme has the same flow blocking rate
(i.e., 0) as the PoQ scheme without hysteresis (ε = 0).
However, as we can see from the table, when ε = 0.01,
the amount of quota allocations/de-allocations is still
quite high. As the value of ε increases to 0.2, the
number of quota allocations/de-allocations drops dra-
matically with a slight increase in the flow blocking
rate of the system. However, even we further increase
the value of ε, the reduction in the amount of quota
allocations/de-allocations is not much. Note that when

Fig. 15 Flow blocking rates with different hysteresis thresholds
(C = 3600, a = 0.95, quota = 60).
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Table 3 Effects of different hysteresis on quota allocations and de-allocations (C =
3600, a = 0.95, quota = 60).

Hysteresis (ε) 0 0.01 0.1 0.2 0.3 0.4 0.5
Quotas allocated 172 87 30 16 15 15 13
Quotas de-allocated 173 88 31 18 17 17 15

the values of ε are 0.2, 0.3 and 0.4, the curve of the
flow blocking rate of the system is flat. This is partly
caused by the fact that the threshold with ε = 0.2 has
caught the trend in the flow fluctuation in some degree.
That is, when the reservation rate of a path is below
the threshold with ε = 0.2, it will soon be below the
threshold with ε equal to 0.3 or 0.4. Therefore, they
all have similar effects on the quota de-allocations (see
also Table 3), and hence the similar flow blocking rates.
From the above discussion we can see that over a range
of modest values of ε, the system should work well in
balancing between the reduction of the amount of quota
allocations/de-allocations and the increase in the flow
blocking rate of the system.

So far, we have discussed the employment of the
hysteresis-based approach for a path to hold an excess
quota to accommodate the short-term flow fluctuations.
Note that it may be desirable for a path to employ a
forward threshold to request an extra quota before the
path has used up all the allocated quotas on the path
[3], especially in the multiple BB architecture. By such
a forward threshold, the path may handle flow requests
immediately when the requests come instead of waiting
for a new quota if the allocated quota bandwidth has
been used up on the path.

5.2 PoQ with Variable Quota Size

Allocating bandwidth based on the notion of quota in-
stead of per-flow bandwidth requests provides us with
an efficient bandwidth allocation and admission control
mechanism. However, as shown in Sects. 3 and 4, the
performance and cost of the scheme is closely related
to the size of the quota used in the scheme. In gen-
eral, smaller quotas are preferred to minimize the flow
blocking rate; on the other hand, to reduce the amount
of quota allocation/de-allocation, larger quota size is
preferred. In this section, we propose a scheme based
on the notion of variable quota size to overcome the
dilemma on how to properly choose a fixed quota size.

Let δ1, δ2, . . . , δN denote the quota size that will be
used in a network domain. Without loss of generality,
we assume that δ1 > δ2 > . . . > δN . Corresponding to
each δi, there is a link bandwidth allocation threshold
θi, i = 1, 2, . . . , N , where θi < θi+1 for i = 1, 2, . . . , N −
1. Let C denote the capacity of a link, B the current
total bandwidth allocated to all the paths traversing
the link. We define the quota allocation mechanism as
follows: a quota of size δi is allocated upon a quota
allocation request if

Fig. 16 Effects of variable quota size on flow blocking rates
(C = 3600, θ1 = 0.9).

θi−1 <
B

C
≤ θi

for i = 1, 2, . . . , N , where we used the convention that
θ0 = 0.

Figure 16 shows the flow blocking rates of the vari-
able quota size (VQS) scheme, where the link capacity
is set to 3600 with respect to the flow rate. In these sim-
ulations, the quota bandwidth allocation thresholds are
0.9 and 1. For example, when the configured quota size
are 60 and 30 in a network domain, a link will allocate
a quota of size 60 to meet a quota request if the propor-
tion of the link bandwidth that has been allocated is
less than or equal to 0.9. Otherwise, a quota with size
30 will be allocated. For comparison, the flow blocking
rates of the original PoQ under fixed quota size (FQS)
bandwidth allocation scheme are also included with a
quota size of 30 and 60, respectively.

Note that the curve of the flow blocking rate of
VQS with quota size 60 and 30 is almost identical with
the curve of FQS with a quota size of 30. These results
are not surprising because, when the allocated band-
width goes beyond 90 percent of the link capacity, the
smaller quota size is used under VQS, which is equal to
the quota size used in the corresponding FQS scheme.

To examine the advantage of the VQS scheme in
quota allocation, we present the quota allocation/de-
allocation activities in Table 4 for both VQS and FQS.
For VQS, the quota size are 60 and 30, while for FQS
the quota size is 30. As shown from the table, when
the normalized network load is 0.9, the VQS scheme
has a relatively smaller amount of quota allocations/de-
allocations compared with the FQS scheme. As the
network load increases, both schemes have almost iden-
tical amount of quota allocations/de-allocations. Note
that the threshold for the VQS scheme to allocate a
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Table 4 Effects of the variable quota size scheme on quota allocations and de-allocations
(C = 3600, θ1 = 0.9).

Quota size quota = 30 (FQS) quota = 60, 30 (VQS)
Normalized load 0.900 0.925 0.950 0.975 1.000 0.900 0.925 0.950 0.975 1.000
Quotas allocated 483 517 538 523 424 419 510 536 523 424
Quotas de-allocated 483 523 540 524 424 419 516 538 524 424

quota of size 30 instead of 60 is 0.9. Therefore, when
the network load is below or equal to 0.9, a quota
with larger size (60) is used under the VQS scheme.
Hence, the VQS scheme has a relatively small amount
of quota allocations/de-allocations in these cases. As
the network load increases, the VQS scheme will al-
locate a quota of smaller size (30), which is identical
to the quota size in the FQS scheme. Therefore, they
have almost the same amount of quota allocations/de-
allocations when the network load is beyond the quota
bandwidth allocation threshold (0.9).

From the above discussion and the simulation re-
sults, we note that by using variable quota size, the
bandwidth broker system has more freedom to allocate
large quota size when the network load is low. When
the network load becomes higher, it can start to be-
have more conservatively on bandwidth allocation. In
this way, it may reduce the cost of the system while
achieving smaller flow blocking rate.

5.3 PoQ with Differentiated Flow Processing

In this section we demonstrate by an example that the
bandwidth broker architecture provides us with great
flexibility in managing network resource allocation and
enforcing various management policies.

In both lossy-path and non-lossy-path models that
we have studied, flows are treated equally based on the
flow requests and the availability of the resources. For
example, in the lossy-path model, as soon as there is
no quota available at the central bandwidth broker, a
flow will be rejected. However, under certain environ-
ment, it may be desirable to give differential treatment
to flows based on some pre-defined policies. For exam-
ple, some types of flows may be more valuable (in terms
of revenue or profit margin) to an ISP than some other
types of flows. Therefore, instead of rejecting these
more valuable flows at an eBB because of the shortage
of the quotas, the eBB may forward the flow requests
to the cBB, and the cBB can conduct admission con-
trol for these flows based on different rules, and perhaps
from a special pool of bandwidth reserved in advance.

As an example to illustrate the idea of the differen-
tiated flow treatment with the PoQ scheme, we define
two types of flows. One is the long-term large flows,
and another is the short-term small flows. A large flow
normally requires a large amount of bandwidth (possi-
bly associated with a higher revenue or profit margin),
and a small flow requests a relatively smaller amount of
bandwidth. For example, we may consider video appli-

cations as large flows, while audio applications like IP
telephony as small flows. Instead of conducting admis-
sion control for large flows at the edge BBs, an eBB may
forward these flow requests to the central BB. The cBB
will independently conduct the admissibility test using
the link-update admission control scheme. That is, no
large flows will be rejected as soon as there is enough
bandwidth along the path. We call such a scheme as
the PoQ with differentiated flow treatment (DFT), and
the original lossy-path scheme as the PoQ with uniform
flow treatment (UFT). Note that, the PoQ with DFT
scheme can be considered as a hybrid of the lossy-path
and non-lossy-path models: treating small flows with
the lossy-path model while treating large flows with the
non-lossy-path model. Moreover, because large flows
are forwarded to the cBB, a smaller quota size can be
used by the cBB to meet the quota requests from the
eBBs (recall that a smaller quota is preferred to reduce
the flow blocking rate).

The above PoQ with DFT example clearly demon-
strates the flexibility of our hierarchical multiple band-
width broker architecture, which is enabled and built
upon the two-level (path and link) representation of the
network QoS states.

6. Conclusion

In this paper we studied the scalability issue in the
design of a centralized bandwidth broker model for dy-
namic control and management of QoS provisioning.
We identified two major factors that may potentially
affect the scalability of the centralized bandwidth bro-
ker architecture: the memory and disk access speed
and communication capacity between the bandwidth
broker and edge routers. To reduce the overall num-
ber of QoS state accesses and updates, we developed a
path-oriented quota-based (PoQ) dynamic bandwidth
allocation mechanism for efficient admission control op-
erations under the centralized bandwidth broker model.
Based on the proposed dynamic bandwidth allocation
mechanism, we also extended the centralized band-
width broker architecture to a hierarchically distributed
architecture with multiple bandwidth brokers to ad-
dress the scaling problem posed by the potential com-
munication bottleneck between the bandwidth broker
system and edge routers. Our simulation investiga-
tion demonstrated that the proposed PoQ dynamic
bandwidth allocation mechanism is indeed an effective
means to increase the overall call processing capability
of the bandwidth broker. Furthermore, the bandwidth



ZHANG et al.: ON SCALABLE DESIGN OF BANDWIDTH BROKERS
2025

broker architecture can be designed in such a manner
that it scales with the increase in the network capacity.
Further extensions to the PoQ scheme were also inves-
tigated to improve the performance of the PoQ scheme
and to enhance the flexibility of the bandwidth broker
architecture.
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