FSU CIS 5105 (Spring 2021)
Systems Performance Measurements and Evaluations

Homework 3 (Due 3/2/2021)

Instructor  


Andy Wang (awang@cs.fsu.edu)  


Office:  269 Love Building


Office Hours:  After class and by appointment
This assignment is worth 10% of your course grade.  On the due date, please turn in your Excel file via Canvas.  Please name your file in the following format:  <last name>-hw1-<last 4 digits of your ID> (5pts).  
You are required to show your work for all calculations, and to list the row and column used for all table lookups.  It should be possible to duplicate your efforts using a 4-function calculator with a square-root key.  You are allowed to use the sum and stdev functions.  You may use automated tools for plotting.
Please type the solutions for problems 2 and 3, in itemized lists (5pts).
1. The Microsquish Corporation's Portholes OU operating system is being compared to Moon Nanosystem's Luna operating system. The table below describes the performance of each system on some benchmarks of importance. Each row lists the run time in seconds for the benchmark on the system in question. 
Benchmark

Portholes OU

Luna

---------

------------

----

Timewaster 3.0
304


  275

Thumbtwiddler
12396


13200

Idlestone

9369


 6862

Yawnmaker

47


  134

Ennui Pro

7588


 5021

Snoozemaster

3516


 3693

Boredom Plus

175


  102

A. 
Show a ratio comparison that demonstrates that Portholes OU is better. Show all steps performed (8pts). 

B. 
Show a ratio comparison that demonstrates that Luna is better. Show all steps performed (8pts). 

C. 
Assuming all benchmarks are equally important, what is an honest method for fairly judging the two systems on the basis of this data? Which system is better, by this method?  Show all steps performed (4pts). 

2. The Time Warp Operating System runs on multiple nodes of a parallel processor or on several machines in a distributed system. The goal of Time Warp is to speed up parallel discrete event simulations. The system divides simulations into multiple user-level processes spread across the nodes or machines available. These processes run events whenever messages arrive. For various reasons, messages are stored in input queues for each process, and records of messages sent are stored in output queues for each process. Messages in transit are kept in internal operating system queues. The system runs a single simulation to completion, then moves on to the next simulation. A typical simulation runs a few minutes to an hour. The system will permit non-simulation jobs to run simultaneously, at a priority relative to the simulation established by the superuser. 

Some metrics of importance in studying the system are 
· The number of messages sent (typically a few dozen to a few hundred per second, spread over the nodes), 

· The number of events run (in the same range as the number of messages sent, also spread over the nodes), 

· The amount of memory freed by a garbage collection process that runs every few seconds to clear out old messages from process queues, 

· The process migration decisions made by a dynamic load management process that gathers data to a central site every ten or twenty seconds. (Expressed in terms of number of processes moved per invocation.) 

High performance is the major goal of this system. 
A. 
Assuming you have access to all source code for the system, describe how you would go about monitoring the four metrics described above. Remember to consider that this is a distributed system (10pts). 

B. 
Assume you do not have access to the source code, but the system offers two tools available to its non-simulation jobs - a process-listing tool that shows which processes are currently running on each node (including both simulation processes and system processes like garbage collection and dynamic load management processes), and a message queue tool that lists all messages stored in any message queue on a node. Also assume the system provides timers at granularities of 1 millisecond. Describe how you would go about monitoring the four metrics described above. Remember to consider that this is a distributed system (10pts).  

3. For each of the following situations, describe what mistakes were made in performing the benchmarking. Describe why it was a mistake, and suggest what should be done to correct it. 
A. 
To measure a database system that performs several hundred transactions per second, the benchmarker logged 200 bytes per transaction, storing the results in one of two 10,000 byte buffers, flushing each buffer to disk as it filled (5pts). 

B.
To measure the impact of handling electronic mail on a system, the analyst ran a sampling monitor that examined the state of the mail spool files. This monitor was run once every six hours, twenty four hours a day for four weeks (5pts). 

C.
Using a trace of accesses to a Web server gathered over a one month period, the analyst produced a uniform probability distribution of accesses coming in during an upcoming second. He then built a program to generate such accesses to random pages stored by a Web server, and ran several weeks of benchmarks of the effects of these accesses on an otherwise isolated server (5pts). 

D. 
A system utility claims to increase the effective size of a machine's memory by compressing main memory pages in the background, uncompressing them as required. The analyst wanted to test whether the utility permitted the system to handle bigger programs, and also wanted to test the run times of applications with the utility in place. He set up an automatic script that would run a test application repetitively. This application would allocate a larger chunk of memory each time it was run, writing an incrementing counter into each byte of the allocated memory one after another. To maximize the speed of measurement gathering, the script started one execution as soon as the previous one has completed (5pts). 

4. Experimental design problem using a 22r design 
A company that receives large quantities of electronic mail is evaluating alternatives for mail servers. They wish to determine how fast a processor they need and how much network bandwidth is required. Assuming that their primary metric of interest is the amount of time it would take to handle an electronic mail message of a typical size, they have run tests for the fastest and slowest candidate CPUs, and the highest and lowest bandwidth candidate networks, with three tests at each setting. The results of the tests are below, in seconds between the submission of the message to their network and the complete delivery of the message. 




Network Bandwidth




  Low


High



CPU



Slow
3.5, 4.4, 2.9

2.7, 3.6, 3.3 



Fast
2.4, 2.2, 2.0

2.1, 2.5, 1.8

A. Analyze this data using the 22r experimental methods described in chapter 18. Compute the effects (4pts), estimate experimental errors (1pt), allocate the variation for each effect (4pts), and show the values of SSE (1pt), SST (1pt), SSi (3pts).

B. Perform an analysis of the variance of the parameters at a 95% confidence interval.  Show the se value for each parameter (3pts), alpha (1pt), p (1pt), the choice of table (1pt), row and column of the table entry (2pts), table entry value (1pt), and the confidence intervals for the regression parameters (6pts).  Are the parameters meaningful (3pts)? 
C. Perform ANOVA on the regression.  Plot error residuals (y-axis) vs. predicted run times (1pt), error residuals (y-axis) vs. experiment number (1pt), quantile-quantile plot (3pts).  Determine if the assumptions necessary for validity of the derivations apply. 
D. Predict the confidence intervals you would expect if you repeated the experiments for the Fast CPU with High Bandwidth network 15 more times, at a 95% confidence interval.  Please show m (1pt), neff (1pt), sŷm (1pt), α (1pt), p (1pt), the table row and column (2pts), the table value (1pt), and confidence interval (2pts).  
