FSU CIS 5105 (Spring 2021)
Systems Performance Measurements and Evaluations

Homework 2 (Due 2/18/2021)

Instructor  


Andy Wang (awang@cs.fsu.edu)  


Office:  269 Love Building


Office Hours:  After class and by appointment
This assignment is worth 10% of your course grade.  On the due date, please turn in your Excel file via Canvas.  Please name your file in the following format:  <last name>-hw1-<last 4 digits of your ID> (5pts).  
You are required to show your work for all calculations, and to list the row and column used for all table lookups.  It should be possible to duplicate your efforts using a 4-function calculator with a square-root key.  You are allowed to use the sum and stdev functions.  You may use automated tools for plotting.
1. The Ficus file system replicates files on different machines. It also allows remote access to files from machines that do not store replicas. Below is a table of run times for a benchmark run under the Unix File System (UFS) on a local machine, the run time for accessing remote files via NFS, and the run times for accessing local files under Ficus when it is configured to have only one local replica, or copy of files.
         UFS     NFS    Ficus With 1 replica    

       ------  ------          ------

        159.8   226.6           193.2

        178.7   238.3           197.4

        182.6   296.4           231.8

        169.0   265.4           202.4

        180.4   232.8           180.3

        212.3   238.3           222.1

        169.7   223.0           186.2

A.  Perform a categorical regression on this data, where runtime = function(file system category).  Show the definition of the regression parameters (3pts), X (1pt), Xt (1pt), XtX (1pt), C (1pt), Xty (1pt), the values of the regression parameters (3pts), SSE (1pt), SSY (1pt), SS0 (1pt), SST (1pt), SSR (1pt), and R2 (1pt).  
B. Perform an analysis of the variance of the parameters at a 90% confidence interval.  Show the se value for each parameter (3pts), alpha (1pt), p (1pt), the choice of table (1pt), row and column of the table entry (2pts), table entry value (1pt), and the confidence intervals for the regression parameters (6pts).  Are the parameters meaningful (3pts)? 
C. Perform an F-test on this regression at a 90% confidence interval.  Show the number of parameters k, MSR, MSE, ratio of MSR/MSE, the row and column of the F table entry (2pts), and the table entry value (1pt).  Did the regression pass the test (1pt)?
D. Perform ANOVA on the regression.  Plot error residuals (y-axis) vs. predicted run times (1pt), error residuals (y-axis) vs. experiment number (1pt), quantile-quantile plot of the error residuals (3pts).  What are the implications of these graphs (3pts)?
2. Data exists for the benchmark described in Question 1 for Ficus with up to eight replicas. 
A. 
One could use this data to create a multiple linear regression model from the benchmark's run times with the same categorical predictor variables as in Question 1, but with the addition of a numerical predictor variable describing the number of Ficus replicas. Would it be proper and useful to perform such a regression? Why or why not? (5pts)


B. 
If instead of UFS and NFS, we substitute data for the run times of the benchmark under two other replicated file systems with up to eight replicas, would it be proper and useful to create a multiple linear regression model from that data, including both the quantified and the categorical variables? Why or why not?  (5pts)


3. A Web server was run on three different machine configurations. Configuration A has a CPU speed of 50 Mhz and a 890Mbyte disk drive.  Configuration B has an 80 Mhz processor and a 1.4Gbyte disk drive.  Configuration C has a 133 Mhz processor and a 2.4 Gbyte disk drive. Below is a table for response times in seconds to requests for the three systems – 
                        A       B       C

                      -----   -----   -----

                      3.385   1.630   0.945

                      2.366   1.758   1.007

                      1.927   1.850   0.979

                      3.008   1.769   1.130
                      1.991   1.523   0.906

                      3.199   1.487   1.131
                      5.164   1.426   0.927

                      3.276   1.731   1.138
A. Perform a multi-linear regression on this data, where runtime = function(CPU speed, disk size).  Show the definition of the regression parameters (3pts), X (1pt), Xt (1pt), XtX (1pt), C (1pt), Xty (1pt), the values of the regression parameters (3pts), SSE (1pt), SSY (1pt), SS0 (1pt), SST (1pt), SSR (1pt), and R2 (1pt).  
B. Perform an analysis of the variance of the parameters at a 90% confidence interval.  Show the se value for each parameter (3pts), alpha (1pt), p (1pt), the choice of table (1pt), row and column of the table entry (2pts), table entry value (1pt), and the confidence intervals for the regression parameters (6pts).  Are the parameters meaningful (3pts)? 

C. Perform an F-test on this regression at a 90% confidence interval.  Show the number of parameters k, MSR, MSE, ratio of MSR/MSE, the row and column of the F table entry (2pts), and the table entry value (1pt).  Did the regression pass the test (1pt)?

D. Perform ANOVA on the regression.  Plot error residuals (y-axis) vs. predicted run times (1pt), error residuals (y-axis) vs. experiment number (1pt), quantile-quantile plot of the error residuals (3pts).  What are the implications of these graphs (3pts)?
E. Take measures suggested by the textbook to improve the regression model, so that R2 can be as high as possible (20pts).  Show the definition of the regression parameters (3pts), X (1pt), Xt (1pt), XtX (1pt), C (1pt), Xty (1pt), the values of the regression parameters (3pts), SSE (1pt), SSY (1pt), SS0 (1pt), SST (1pt), SSR (1pt), and R2 (1pt).  
F. Perform an analysis of the variance of the parameters at a 90% confidence interval.  Show the se value for each parameter (3pts), alpha (1pt), p (1pt), the choice of table (1pt), row and column of the table entry (2pts), table entry value (1pt), and the confidence intervals for the regression parameters (6pts).  Are the parameters meaningful (3pts)? 

G. Perform an F-test on this regression at a 90% confidence interval.  Show the number of parameters k, MSR, MSE, ratio of MSR/MSE, the row and column of the F table entry (2pts), and the table entry value (1pt).  Did the regression pass the test (1pt)?

H. Perform ANOVA on the regression.  Plot error residuals (y-axis) vs. predicted run times (1pt), error residuals (y-axis) vs. experiment number (1pt), quantile-quantile plot of the error residuals (3pts).  What are the implications of these graphs (3pts)?
4. Assume that a simple linear regression is done on Ficus processing time data for a particular benchmark for 1, 2, and 8 replicas. The regression shows a high coefficient of determination. 
A. Can this regression be used to predict the processing time for 5 replicas with a high degree of confidence (5pts)?
B. Can this regression be used to predict the processing time for 25 replicas (5pts)?
C. 
Is this regression model of any value in predicting the performance of a different benchmark under the same conditions (5pts)?  Do any characteristics of the different benchmark under consideration make a difference in the relevance of the regression (5pts)?
