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#### Abstract

This report presents a novel family of linear-time algorithms for loop analysis based on the CR\# (CR-sharp) algebra, which is a new nontrivial extension of the Chains of Recurrences (CR) algebra. Conventional compiler methods apply induction variable substitution and array recovery translations to construct closed forms for induction variables and pointers prior to dependence testing and loop optimization. In this report we take a radically different approach to symbolic analysis by turning the problem up-sidedown. We convert closed forms to recurrences and compute recurrence relations for (non)linear induction variables and conditionally updated variables and pointers. The recurrence forms are used to solve a larger class of loop analysis problems such as nonlinear array dependence testing without requiring a-priori code translations.


## 1. Introduction

This report presents a novel family of compiler algorithms to analyze the recurrences of nonlinear induction variables and pointers that are conditionally updated in the control-flow graph (CFG) of a loop nest. The new CR\# (CRsharp) algebra introduced in this report makes these algorithms substantially more powerful, yet simpler to implement and more efficient compared to related work. To our knowledge, our algorithms are the first to analyze and accurately bound the sequences of conditionally updated variables and pointers in a multidimensional loop nests with a time complexity that is linear in the number of blocks comprising the CFG of the loop nest.

The algorithms presented in this report are part of a new class of algorithms for induction variable and pointer analysis. In our previous work $[33,34]$ we presented an algorithm for induction variable analysis based on the CR al-

[^0]gebra [3, 42]. We showed that the algorithm is more powerful and efficient compared to symbolic differencing [16] and other approaches [2, 14, 28, 39]. In [35] we extended the algorithm to convert common pointer arithmetic to array accesses (also known as array recovery [13]) to support array-based data dependence testing on pointer-based codes. In [38] we further improved the algorithms to analyze conditional updates and more complex forms of pointer arithmetic and we implemented new methods for nonlinear data dependence testing $[36,37]$ and value range analysis [8]. However, the disadvantage of the latter type of methods is the potential exponential time complexity required to analyze all possible flow paths in the body of a loop.

In this report we present extensions and efficiency improvements of the aforementioned methods. More specifically,

- We present a family of new loop analysis algorithms that operate on the reducible CFG of a (multi-dimensional) loop nest without any restrictions on the loop structure;
- The algorithms run in linear time in the number of blocks of the CFG regardless of the complexity of the CFG, i.e. independent of the number of possible paths in the loop nest;
- Full analysis of the recurrences of variables and pointers that are conditionally updated, which means that loops that could not be analyzed by conventional methods due to control flow can now be analyzed and optimized;
- We introduce a nontrivial extension CR\# of the CR algebra with "delayed" recurrences to simplify the manipulation of recurrences of loops in the presence of direct and indirect wrap-around variables;
- We present an efficient method to compute a symbolic bound on the number of loop iterations of a pre- or post-test loop, where the loop exit condition may contain conditionally updated variables. Our work is the first to address this class of loop iteration problems;
- We provide proof of soundness and termination of the algorithms.


## 2. Motivation

Accurate dependence testing is critical for the effectiveness of compilers to optimize loops for vectorization and parallelization, or to improve performance. Most loop optimizations rely on exact or inexact array data dependence testing $[6,9,10,11,12,14,15,16,17,18,19,21$, $22,23,25,27,29,30,31,32,40,44]$. Current dependence analyzers are quite powerful and are able to solve complicated dependence problems, e.g. using the polyhedral model [7, 20]. However, more recently several authors [13, 24, 26, 35, 38, 41] point at the difficulty these dependence analyzers still have with nonlinear symbolic expressions, pointer arithmetic, and control flow in loops.

Part of the problem is the application of induction variable substitution (IVS) to construct closed forms for induction variables prior to array dependence testing and loop optimization [2, 14, 16, 34]. Because conditionally updated variables do not have closed forms many compiler optimizations cannot be applied [38, 41]. Another problem is the complexity of current IVS methods [2, 14, 16, 28, 39] that require extensive symbolic manipulation. In addition, these algorithms cannot be easily adapted to low-level CFGbased compiler optimizations, because of the semantic gap between information processed by high-level restructuring compilers and low-level code optimizing compilers.

To address these concerns we take a radically different approach by turning the problem up-side-down. We convert closed forms to recurrences and compute recurrence relations for (non)linear induction variables and conditionally updated variables and pointers. The recurrence forms are used to solve a larger class of loop analysis problems, such as array-based dependence testing, without requiring any a-priori code translations.

The remainder of this report is organized as follows. In Section 3 we present the CR\# algebra with a new formalism for representing and manipulating "delayed" recurrences. Section 4 presents the loop analysis algorithms with a discussion of their efficiency and proof of soundness and termination, followed by the results of the improved algorithm on dependence testing in Section 5. We summarize the results and conclusions of the report in Section 6.

## 3. The CR\# Algebra

In this section we present our nontrivial extension CR\# (CR-sharp) of the CR algebra for the analysis and manipulation of irregular functions.

### 3.1. Chains of Recurrences

A function or closed-form expression evaluated over a unit-distant grid with index $i$ can be rewritten into a math-
ematically equivalent CR expression [3, 34]. A CR form $\Phi_{i}=\left\{\phi_{0}, \odot_{1}, f_{1}\right\}_{i}$ describes a sequence of values starting with an initial value $\phi_{0}$ updated in each iteration by adding $\left(\odot_{1}=+\right)$ or multiplying $\left(\odot_{1}=*\right)$ the current value by the "increment" or "step" function $f_{1}$. When $f_{1}$ is another CR form this produces a chain of recurrences

$$
\Phi_{i}=\left\{\phi_{0}, \odot_{1},\left\{\phi_{1}, \odot_{2},\left\{\phi_{2}, \cdots, \odot_{k},\left\{\phi_{k}\right\}_{i}\right\}_{i}\right\}_{i}\right\}_{i}
$$

which is usually written in flattened form

$$
\Phi_{i}=\left\{\phi_{0}, \odot_{1}, \phi_{1}, \odot_{2}, \cdots, \odot_{k}, \phi_{k}\right\}_{i}
$$

The CR coefficients $\phi$ are (symbolic) constants or nested CR forms of a different grid variable representing multivariate CR (MCR) forms [4].

A CR form is essentially a short-hand notation for a set of recurrence relations evaluated over an iteration space $i=0, \ldots, n-1$. The following loop template is perhaps the simplest way to express the meaning of a CR form:

$$
\begin{aligned}
& \mathrm{cr}_{0}=\phi_{0} \\
& \mathrm{Cr}_{1}=\phi_{1} \\
& \text { : }=\text { : } \\
& \mathrm{Cr}_{k-1}=\phi_{k-1} \\
& \text { for } i=0 \text { to } n-1 \\
& \operatorname{val}[i]=\mathrm{Cr}_{0} \\
& \mathrm{Cr}_{0}=\mathrm{Cr}_{0} \quad \odot_{1} \mathrm{Cr}_{1} \\
& \mathrm{Cr}_{1}=\mathrm{Cr}_{1} \quad \odot_{2} \mathrm{Cr}_{2} \\
& \begin{array}{clll}
: & =: & : & : \\
\operatorname{cr}_{k-1} & =\operatorname{cr}_{k-1} & \odot_{k} \phi_{k}
\end{array} \\
& \text { endfor }
\end{aligned}
$$

The loop produces the sequence val $[i]$ of the CR form ${ }^{1}$.
The CR form provides a powerful notation to describe functions evaluated in an iteration space. Consider the type of functions commonly encountered in the symbolic analysis performed by a compiler.

Affine functions are uniquely represented by nested CR forms $\{a,+, s\}_{i}$, where $a$ is the integer-valued initial value and $s$ is the integer-valued stride in the direction of $i$. The coefficient $a$ is a nested CR form in another dimension.

Multivariate Polynomials are uniquely represented by nested CR forms of length $k$, where $k$ is the maximum order of the polynomial. All $\odot$ operations in the CR form are additions, i.e. $\odot=+$.
Geometric functions $a r^{i}$ are uniquely represented by the CR form $\{a, *, r\}_{i}$.
Characteristic functions of generalized induction variables (GIVs) are uniquely represented by CR forms [33].
The CR forms of these and other functions can be easily derived using the CR algebra simplification rules. The rules

[^1]do not require extensive symbolic manipulation [34], because the manipulation is similar to constant folding [1]. To compute the CR form of an expression we replace the iteration counter(s) with their CR forms and then apply the CR rules to produce a (multivariate) CR form, e.g. as in
\[

$$
\begin{gathered}
f(i)=\frac{1}{2}\left(i^{2}-i\right) \Rightarrow \frac{1}{2}\left(\{0,+, 1\}_{i}^{2}-\{0,+, 1\}_{i}\right) \Rightarrow \\
\frac{1}{2}\left(\{0,+, 1,+, 2\}_{i}-\{0,+, 1\}_{i}\right) \Rightarrow \frac{1}{2}\{0,+, 0,+, 2\}_{i} \Rightarrow \\
\{0,+, 0,+, 1\}_{i}
\end{gathered}
$$
\]

The CR algebra is closed under the formation of a (multivariate) characteristic function of a GIV for induction variable analysis [34]. However, the original CR algebra rules are insufficient to compose irregular functions with exceptional values. Functions that start with a sequence of unrelated initial values or functions with irregular increments cannot be represented. For more details on the original CR algebra, we refer to [3, 5, 34, 35, 42, 43].

### 3.2. The Delay Operator of the CR\# Algebra

We introduce a new operator \# together with new algebraic simplification rules on CR forms containing the operator. The new CR\# algebra rules are shown in Figure 1.

Definition 1 The delay operator \# is defined by

$$
(x \# y)=y
$$

for any $x$ and $y$.
A CR form containing the delay operator will be referred to as a delayed CR form. The reason for the terminology is explained as follows.

Consider $\Phi_{i}=\left\{\phi_{0}, \odot_{1}, \cdots, \#_{j}, \cdots, \odot_{k}, \phi_{k}\right\}_{i}$. Note that the loop template of $\Phi_{i}$ updates variable $\mathrm{cr}_{j-1}$ by

$$
\mathrm{cr}_{j-1}=\mathrm{cr}_{j-1} \# \mathrm{cr}_{j}
$$

which is identical to the assignment

$$
\mathrm{cr}_{j-1}=\mathrm{cr}_{j}
$$

Therefore, the \# operator introduces a one-iteration delay in the sequence of values produced by subsequent updates in the loop.

The delay operator allows a set of initial values to take effect before the regular sequence kicks in. Thus, delayed CR forms define recurrences with out-of-sequence values. This serves two important purposes. First, delayed CR forms can be used to define any sequence of values $x_{0}, x_{1}, \ldots, x_{k}$, possibly followed by a polynomial, geometric, or another delayed form $\Psi_{i}$ as in $\Phi_{i}=\left\{x_{0}, \#, x_{1}, \#, \cdots, \#, x_{k}, \#, \Psi_{i}\right\}$. Secondly, induction variables that are dependent on wrap-around variables, i.e. indirect wrap-around variables, can be accurately represented using delayed forms. Wrap-around variables are currently handled with ad-hoc techniques by existing IVS methods and indirect wrap-around variables cannot be handled.


Figure 2. Snapshot of the CR\# Lattice

### 3.3. The CR\# Lattice

To define a lattice on the CR forms in the CR\# algebra we introduce three special values $\perp, \top$, and $T_{\neq}$.

Definition 2 The $\perp$, $\top$, and $T_{\neq}$elements are defined by

- $\perp$ denotes an unknown quantity $-\infty \leq \perp \leq \infty$;
- $\top$ denotes a nonnegative unknown $0 \leq \top \leq \infty$;
- $T_{\neq}$denotes a positive unknown $0<T_{\neq} \leq \infty$.

Definition 3 The reduction operator $\mathcal{R}$ is defined by

$$
\mathcal{R}\left\{\phi_{0}, \odot_{1}, f_{1}\right\}_{i}=\left\{\mathcal{R} \phi_{0}, \odot_{1}, \mathcal{R} f_{1}\right\}_{i}
$$

with $\mathcal{R} x$ of a non-CR (symbolic) coefficient $x$ defined by

$$
\mathcal{R} x= \begin{cases}-\top_{\neq} & \text {if } x<0 \\ -{ }^{\top} & \text { if } x \leq 0 \\ 0 & \text { if } x=0 \\ \top & \text { if } x \geq 0 \\ \top_{\neq} & \text {if } x>0 \\ \perp & \text { if the sign of } x \text { is unknown }\end{cases}
$$

The following CR\# rewrite rules are applied to reduce the CR form to a single $\perp, \pm \top, \pm \top_{\neq}$, or 0 value:

$$
\begin{array}{rllrll}
\left\{\perp, \odot_{1}, f_{1}\right\}_{i} & \Rightarrow & \perp & \{\top, *, \top\}_{i} & \Rightarrow & \top \\
\left\{\phi_{0} \odot_{1}, \perp\right\}_{i} & \Rightarrow & \perp & \{-\top, *, \top\}_{i} & \Rightarrow & -\top \\
\{\top,+, \top\}_{i} & \Rightarrow & \top & \left\{\phi_{0}, *,-\top\right\}_{i} & \Rightarrow & \perp \\
\{-\top,+,-\top\}_{i} & \Rightarrow & -\top & \{T, \#, \top\}_{i} & \Rightarrow & \top \\
\{\top,+,-\top\}_{i} & \Rightarrow & \perp & \{-\Pi, \#,-\top\}_{i} & \Rightarrow & -\top \\
\{-\top,+, \top\}_{i} & \Rightarrow & \perp & \{-\top, \#, \top\}_{i} & \Rightarrow & \perp \\
\{\top, \#,-\top\}_{i} & \Rightarrow & \perp
\end{array}
$$

The rules for 0 and $T_{\neq}$are similar.
Note that for determining the value of $\mathcal{R} x$ when $x$ is symbolic we can use common rules such as

$$
\begin{aligned}
\top+E & \Rightarrow \begin{cases}\top & \text { if } E \geq 0 \\
\perp & \text { otherwise } \\
\top & \text { if } E>0 \\
-\top & \text { if } E<0 \\
\perp & \text { otherwise }\end{cases}
\end{aligned}
$$

The reduction operation traverses the lattice starting with a CR-form and stops at $\perp, \pm \top, \pm T_{\neq}$, or 0 . For example

$$
\mathcal{R}\{0,+, 0,+, 1\}_{i}=\left\{\mathcal{R} 0,+, \mathcal{R}\{0,+, 1\}_{i}\right\}_{i} \Rightarrow\{0,+, \top\}_{i} \Rightarrow \top
$$

Thus, the sequence of $\{0,+, 0,+, 1\}_{i}$ is nonnegative.
The CR\# lattice shown in Figure 2 enables a graceful degradation of information on recurrences to determine their properties such as sign and monotonicity.


| $C R \#^{-1}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| \# | LHS |  | RHS | Condition |
| 1 | $\left\{\phi_{0},+, f_{1}\right\}_{i}$ | $\Rightarrow$ | $\phi_{0}+\left\{0,+, f_{1}\right\}_{i}$ | when $\phi_{0} \neq 0$ |
| 2 | $\left\{\phi_{0}, *, f_{1}\right\}_{i}$ | $\Rightarrow$ | $\phi_{0} *\left\{1, *, f_{1}\right\}_{i}$ | when $\phi_{0} \neq 1$ |
| 3 | $\left\{0,+,-f_{1}\right\}_{i}$ | $\Rightarrow$ | $-\left\{0,+, f_{1}\right\}_{i}$ |  |
| 4 | $\left\{0,+, f_{1}+g_{1}\right\}_{i}$ | $\Rightarrow$ | $\left\{0,+, f_{1}\right\}_{i}+\left\{0,+, g_{1}\right\}_{i}$ |  |
| 5 | $\left\{0,+, f_{1} * g_{1}\right\}_{i}$ | $\Rightarrow$ | $f_{1} *\left\{0,+, g_{1}\right\}_{i}$ | when $i$ does not occur in $f_{1}$ |
| 6 | $\left\{0,+, f_{1}^{i}\right\}_{i}$ | $\Rightarrow$ | $\frac{f_{1}^{i}-1}{f_{1}-1}$ | when $i$ does not occur in $f_{1}$ and $f_{1} \neq 1$ |
| 7 | $\left\{0,+, f_{1}^{g_{1}+h_{1}}\right\}_{i}$ | $\Rightarrow$ | $\left\{0,+, f_{1}^{g_{1}} * f_{1}^{h_{1}}\right\}_{i}$ |  |
| 8 | $\left\{0,+, f_{1}^{g_{1} * h_{1}}\right\}_{i}$ | $\Rightarrow$ | $\left\{0,+,\left(f_{1}^{g_{1}}\right)^{h_{i}}\right\}_{i}$ | when $i$ does not occur in $f_{1}$ and $g_{1}$ |
| 9 | $\left\{0,+, f_{1}\right\}_{i}$ | $\Rightarrow$ | $i * f_{1}$ | when $i$ does not occur in $f_{1}$ |
| 10 | $\{0,+, i\}_{i}$ | $\Rightarrow$ | $\frac{i^{2}-i}{2}$ |  |
| 11 | $\left\{0,+, i^{n}\right\}_{i}$ | $\Rightarrow$ | $\sum_{k=0}^{n} \frac{\binom{n+1}{k}}{n+1} B_{k} i^{n-k+1}$ | for $n \in \mathbb{N}, B_{k}$ is $k^{\text {th }}$ Bernoulli number |
| 12 | $\left\{1, *,-f_{1}\right\}_{i}$ | $\Rightarrow$ | $(-1)^{i}\left\{1, *, f_{1}\right\}_{i}$ |  |
| 13 | $\left\{1, *, \frac{1}{f_{1}}\right\}_{i}$ | $\Rightarrow$ | $\left\{1, *, f_{1}\right\}_{i}^{-1}$ |  |
| 14 | $\left\{1, *, f_{1} * g_{1}\right\}_{i}$ | $\Rightarrow$ | $\left\{1, *, f_{1}\right\}_{i} *\left\{1, *, g_{1}\right\}_{i}$ |  |
| 15 | $\left\{1, *, f_{1}^{g_{1}}\right\}_{i}$ | $\Rightarrow$ | $f_{1}^{\left\{1, *, g_{1}\right\}_{i}}$ | when $i$ does not occur in $f_{1}$ |
| 16 | $\left\{1, *, g_{1}^{f_{1}}\right\}_{i}$ | $\Rightarrow$ | $\left\{1, *, g_{1}\right\}_{i}{ }^{f_{1}}$ | when $i$ does not occur in $f_{1}$ |
| 17 | $\left\{1, *, f_{1}\right\}_{i}$ | $\Rightarrow$ | $f_{1}^{i}$ | when $i$ does not occur in $f_{1}$ |
| 18 | $\{1, *, i\}_{i}$ | $\Rightarrow$ | $0^{2}$ |  |
| 19 | $\left\{1, *, i+f_{1}\right\}_{i}$ | $\Rightarrow$ | $\frac{\left(i+f_{1}-1\right)!}{\left(f_{1}-1\right)!}$ | when $i$ does not occur in $f_{1}$ and $f_{1} \geq 1$ |
| 20 | $\left\{1, *, f_{1}-i\right\}_{i}$ | $\Rightarrow$ | $(-1)^{i} * \frac{\left(i-f_{1}-1\right)!}{\left(-f_{1}-1\right)!}$ | when $i$ does not occur in $f_{1}$ and $f_{1} \leq-1$ |
| 21 | $\left\{\phi_{0}, \#, f_{1}\right\}_{i}$ | $\Rightarrow$ | $(i=0) ? \phi_{0}: f_{1}[i \leftarrow i-1]$ | (assuming $f_{1}$ is in closed form, replace $i$ with $i-1$ in $f_{1}$ ) |

Figure 1. The Complete $C R \#$ and $C R \#^{-1}$ Algebra Rewrite Rules

### 3.4. Monotonicity

To determining the monotonic properties of a CR form we extract directional information by applying the reduction operator on the increment function of a CR form.

Definition 4 The monotonic operator $\mathcal{M}$ is defined by

$$
\begin{aligned}
\mathcal{M}\left\{\phi_{0},+, f_{1}\right\}_{i} & =\mathcal{R} f_{1} \\
\mathcal{M}\left\{\phi_{0}, *, f_{1}\right\}_{i} & = \begin{cases}\mathcal{R} \phi_{0} & \text { if } \mathcal{R}\left(f_{1}-1\right)=T_{\neq} \\
\perp & \text { otherwise } \\
\mathcal{M}\left\{\phi_{0}, \#, f_{1}\right\}_{i} & =\mathcal{M} f_{1} \bowtie \mathcal{R}\left(\mathcal{V} f_{1}-\phi_{0}\right)\end{cases}
\end{aligned}
$$

with $\mathcal{M} x=0$ when $x$ is a (symbolic) constant. The lattice relation $\bowtie$ returns the maximum element $z=x \bowtie y$ in the lattice such that $z \preceq x$ and $z \preceq y$. See Appendix A. 1 for the definition of $\mathcal{V}$.

The monotonic operator returns directional information on a CR form as a lattice element $\top$ (monotonically increasing), $\top_{\neq}$(strictly monotonically increasing), $-\top$ (monotonically decreasing), $-T_{\neq}$(strictly monotonically decreasing), 0 (constant), or $\perp$ (unknown). Consider for example

$$
\begin{gathered}
\mathcal{M}\{0, \#, 0,+, 1\}_{i}=\mathcal{M}\{0,+, 1\}_{i} \bowtie \mathcal{R}\left(\mathcal{V}\{0,+, 1\}_{i}-0\right)=\mathcal{R} 1 \bowtie \\
\mathcal{R} 0=T_{\neq} \bowtie 0=\mathrm{T}
\end{gathered}
$$

Thus, the sequence generated by $\{0, \#, 0,+, 1\}_{i}$ is monotonically increasing. Determining the monotonicity of a CR form enables accurate value range analysis [8] and nonlinear dependence testing [36] further discussed in Section 5.

### 3.5. CR\# Alignment

Two or more CR forms of different lengths or with different operations can be aligned for comparison. By comparing the coefficients $\phi_{j}$ of a CR form we can determine whether one of the CR forms bounds the other(s).

A delay operator can be inserted in a CR form according to the following lemma.

Lemma 1 Let $\Phi_{i}=\left\{\phi_{0}, \odot_{1}, f_{1}\right\}_{i}$ be a (multivariate) $C R$ form. Then,

$$
\Phi_{i}=\left\{\phi_{0}, \#, \mathcal{F} \Phi_{i}\right\}_{i}
$$

See Appendix A. 1 for the definition of $\mathcal{F}$.
As a consequence of the chain property of a nested CR form a \# operator can be inserted anywhere in a CR form.

To align a (delayed) CR form of a mixed polynomial and geometric function to a longer (delayed) CR form, + operators can be inserted for pairwise alignment of the $*$ operations between two or more CR forms.

Lemma 2 Let $\Phi_{i}=\left\{\phi_{0}, \odot_{1}, \cdots, \odot_{k-1}, \phi_{k-1}, *, \phi_{k}\right\}_{i}$ such that $\phi_{k}$ is invariant of $i$. Then, any number $m>0$ of + operators can be inserted at the $(k-1)^{\text {th }}$ coefficient


Figure 3. Plot of $\{1, \#, 1,+, 2\}_{i}$ and $\{1, *, 2\}_{i}$
$\left.\begin{array}{l}\Phi_{i}=\left\{\phi_{0}, \odot_{1}, \cdots, \odot_{k-1}, \phi_{k-1},\right. \\ \underbrace{+, \phi_{k-1}\left(\phi_{k}-1\right),+, \phi_{k-1}\left(\phi_{k}-1\right)^{2},+, \cdots,+, \phi_{k-1}\left(\phi_{k}-1\right)^{m}}_{\text {inserted }}\end{array}, *, \phi_{k}\right\}_{i}$
without changing the sequence of $\Phi_{i}$.
To align two CR forms of unequal length, the shorter CR can be lengthened by adding dummy operations as follows.

Lemma 3 Let $\Phi_{i}=\left\{\phi_{0}, \odot_{1}, \phi_{1}, \odot_{2}, \cdots, \odot_{k}, \phi_{k}\right\}_{i}$ be a (multivariate) CR form, where $\phi_{k}$ is invariant of $i$. Then, the following identities hold

$$
\begin{aligned}
& \Phi_{i}=\left\{\phi_{0}, \odot_{1}, \phi_{1}, \odot_{2}, \cdots, \odot_{k}, \phi_{k},+, 0\right\}_{i} \\
& \Phi_{i}=\left\{\phi_{0}, \odot_{1}, \phi_{1}, \odot_{2}, \cdots, \odot_{k}, \phi_{k}, *, 1\right\}_{i}
\end{aligned}
$$

Two or more CR forms can aligned using Lemmas 1, 2, and 3. Consider for example the alignment

### 3.6. CR\# Bounds

Alignment allows us to compare the coefficients of CR forms to determine bounds. It is evident that the sequence of $\Psi_{i}=\{1, *, 2\}_{i}$ dominates $\Phi_{i}=\{1, \#, 1,+, 2\}_{i}$, as is shown in Figure 3. A mix of the sequences is generated for variable i by the CFG of the loop shown in Figure 3. The $\Phi_{i}$ and $\Psi_{i}$ sequences bound the values of $i$. Our induction variable analysis algorithm discussed in the next section computes the bounding CR forms for recurrences in loops using alignment and the $\mathrm{min} / \mathrm{max}$ of two CR forms.

Definition 5 The minimum of two $C R$ forms is inductively defined by
$\min \left(\left\{\phi_{0}, \#, f_{1}\right\}_{i},\left\{\psi_{0}, \#, g_{1}\right\}_{i}\right)=\left\{\min \left(\phi_{0}, \psi_{0}\right), \#, \min \left(f_{1}, g_{1}\right)\right\}_{i}$ $\min \left(\left\{\phi_{0},+, f_{1}\right\}_{i},\left\{\psi_{0},+, g_{1}\right\}_{i}\right)=\left\{\min \left(\phi_{0}, \psi_{0}\right),+, \min \left(f_{1}, g_{1}\right)\right\}_{i}$ $\min \left(\left\{\phi_{0}, *, f_{1}\right\}_{i},\left\{\psi_{0}, *, g_{1}\right\}_{i}\right)$

$$
=\left\{\begin{array}{c}
\left\{\min \left(\phi_{0}, \psi_{0}\right), *, \min \left(f_{1}, g_{1}\right)\right\}_{i} \\
\text { if } \phi_{0}>0 \wedge \psi_{0}>0 \wedge f_{1}>0 \wedge g_{1}>0 \\
\left\{\min \left(\phi_{0}, \psi_{0}\right), *, \max \left(f_{1}, g_{1}\right)\right\}_{i} \\
\left\{\begin{array}{l}
\text { if } \phi_{0}<0 \wedge \psi_{0}<0 \wedge f_{1}>0 \wedge g_{1}>0 \\
\left\{\phi_{0}, *, f_{1}\right\}_{i} \\
\left\{\psi_{0}, *, g_{1}\right\}_{i} \\
\left\{-\operatorname{lif} \phi_{0}<0 \wedge \psi_{0}>0 \wedge f_{1}>0 \wedge g_{1}>0\right. \\
\perp
\end{array} \quad \text { if } \phi_{0}>0 \wedge \psi_{0}<0 \wedge f_{1}>0 \wedge g_{1}>0\right. \\
\perp
\end{array}\right.
$$

where the sign of the coefficients is determined using the $\mathcal{R}$ operator. The maximum of two $C R$ forms is inductively defined by

$$
\begin{aligned}
& \max \left(\left\{\phi_{0}, \#, f_{1}\right\}_{i},\left\{\psi_{0}, \#, g_{1}\right\}_{i}\right)=\left\{\max \left(\phi_{0}, \psi_{0}\right), \#, \max \left(f_{1}, g_{1}\right)\right\}_{i} \\
& \max \left(\left\{\phi_{0},+, f_{1}\right\}_{i},\left\{\psi_{0},+, g_{1}\right\}_{i}\right)=\left\{\max \left(\phi_{0}, \psi_{0}\right),+, \max \left(f_{1}, g_{1}\right)\right\}_{i} \\
& \max \left(\left\{\phi_{0}, *, f_{1}\right\}_{i},\left\{\psi_{0}, *, g_{1}\right\}_{i}\right) \\
& =\left\{\begin{array}{l}
\left\{\max \left(\phi_{0}, \psi_{0}\right), *, \max \left(f_{1}, g_{1}\right)\right\}_{i} \\
\left.\left\{\begin{array}{r}
\text { if } \phi_{0}>0 \wedge \psi_{0}>0 \wedge f_{1}>0 \wedge g_{1}>0 \\
\left\{\max \left(\phi_{0}, \psi_{0}\right), *, \min \left(f_{1}, g_{1}\right)\right\}_{i} \\
\left\{\phi_{0}, *, f_{1}\right\}_{i} \\
\text { if } \phi_{0}<0 \wedge \psi_{0}<0 \wedge f_{1}>0 \wedge g_{1}>0 \\
\left\{\psi_{0}, *, g_{1}\right\}_{i} \\
\text { if } \phi_{0}>0 \wedge \psi_{0}<0 \wedge f_{1}>0 \wedge g_{1}>0 \\
\text { if } \phi_{0}<0 \wedge \psi_{0}>0 \wedge f_{1}>0 \wedge g_{1}>0 \\
\perp
\end{array}\left|\phi_{0}\right|,\left|\psi_{0}\right|\right), *, \max \left(\left|f_{1}\right|,\left|g_{1}\right|\right)\right\}_{i} \quad \text { if } f_{1}<0 \vee g_{1}<0 \\
\text { otherwise }
\end{array}\right.
\end{aligned}
$$

Consider for example
$\begin{aligned} \min \left(\{1, \#, 1,+, 2, *, 1\}_{i},\{1, \#, 2,+, 2, *, 2\}_{i}\right) & =\{1, \#, 1,+, 2, *, 1\}_{i} \\ \max \left(\{1, \#, 1,+, 2, *, 1\}_{i},\{1, \#, 2,+, 2, *, 2\}_{i}\right) & =\{1, \#, 2,+, 2, *, 2\}_{i}\end{aligned}$
After application of min and max the CR forms can be simplified using the CR\# algebra rules. Figure 3 shows a plot of the simplified minimum and maximum CR forms.

## 4. Loop Analysis Algorithms

Loops are analyzed in a reducible CFG from the innermost nested loops to the outermost loops. For each loop, analysis proceeds in two phases. The first phase analyzes the updates of the live variables in the loop to collect the set of recurrences relations on the variables. In the second phase the recurrence relations are solved in CR form and stored in recset $[H]$ for loop header block $H$. CR-form bounds on the recurrences are stored in rangeset $[H]$. Analysis of outer loops require the recset's and rangeset's of the inner nested loops.

The recset and rangeset of a loop gives complete information necessary for further compiler analysis, such determining the number of loop iterations, for applying induction variable substitution and array recovery, for idiom recognition, and for data dependence testing.

### 4.1. Phase 1

The first phase is performed by FindRecurrences shown in Figure 4. The routine computes the set of recurrence relations $R$ of a loop with (pre)header $H$.

The first step in FindRecurrences is to find all blocks with back edges to the header $H$, see for example the CFG

```
Algorithm FindRecurrences(H,R)
Find recurrence relations R for loop (pre)header H
    - input: CFG with live [H] the set of live variables at H
    - output: set of recurrence relations R in tuple form
R:=\emptyset
A:={\langlev,v\rangle|v\in live[H]}
S:={B:A | block B has a back edge to H}
while S}=\emptyset\mathrm{ do
    Remove the next pair B:A from the working set S
    if }B\mathrm{ has a back edge to a loop (pre)header }\mp@subsup{H}{\mathrm{ nested}}{
                and H}\not=\mp@subsup{H}{\mathrm{ nested }}{}\mathrm{ then
        MERGELOOP}(\mp@subsup{H}{\mathrm{ nested }}{},A,S
    else
        Merge( }H,B,A,S
        if B=H then R:= R\cupA endif
    endif
enddo
Algorithm \(\operatorname{Merge}(H, B, A, S)\)
Update the recurrence system \(A\) for loop (pre)header \(H\) by merging the effects of block \(B\) with recurrence system \(A\)
- input: loop (pre)header number \(H\), block \(B\), recurrence system \(A\), and working set \(S\)
- output: updated \(A\) and \(S\)
for each assignment \(v=\) expr in backward order from the last instruction in \(B\) to the first do \(\operatorname{Update}(A, v\), expr \()\)
enddo
if \(B \neq H\) then
for each predecessor \(B_{\text {pred }} \in \operatorname{pred}[B]\) (excluding the back edges of \(B\) ) do if there is a pair \(B_{\text {pred }}: A^{\prime} \in S\) then \(S:=S \backslash\left\{B_{\text {pred }}: A^{\prime}\right\} \cup\left\{B_{\text {pred }}:\left(A \cup A^{\prime}\right)\right\}\) else
\(S:=S \cup\left\{B_{\text {pred }}: A\right\}\) endif
enddo
endif
Algorithm \(\operatorname{Update}(A, v\), expr \()\)
Update the recurrence system \(A\) with \(v=\operatorname{expr}\)
- input: recurrence system \(A\), variable \(v\), expression expr
- output: updated recurrence system \(A\)
Handle side-effects and potential aliases (Sec. 4.9) in expr
for each \(\langle x, y\rangle \in A\) do
Update \(\langle x, y\rangle\) in \(A\) by replacing all \(v\) 's in \(y\) with expr enddo
```

Figure 4. Algorithm to Construct the Recurrence System of a Loop
shown in Figure 5. The CFG has two back edges at (1) and (2). The algorithm analyzes the paths in backward order through the CFG using a working set $S$ of blocks $B$ associated with partially completed recurrence systems $A$. The initial working set contains all blocks with back edges to the header $H$ associated with the initial set of recurrence relations $A:=\{\langle v, v\rangle \mid v \in \operatorname{live}[H]\}$ where live $[H]$ is the set of live variables (and registers) at the loop header determined with data flow analysis [1]. For example, the first two items in the working set of the example loop shown in Figure 5 are

$$
S=\left\{\quad B_{3}:\{\langle\mathrm{i}, \mathrm{i}\rangle,\langle\mathrm{j}, \mathrm{j}\rangle,\langle\mathrm{k}, \mathrm{k}\rangle\}, \quad B_{4}:\{\langle\mathrm{i}, \mathrm{i}\rangle,\langle\mathrm{j}, \mathrm{j}\rangle,\langle\mathrm{k}, \mathrm{k}\rangle\} \quad\right\}
$$



Figure 5. Initial Stage of Algorithm FindRecurrences Applied to an Example Loop

The working set is updated as the algorithm proceeds towards the loop header. The algorithm takes one $B: A$ pair from the working set, say $B_{4}: A$ with $A=\{\langle\mathrm{i}, \mathrm{i}\rangle,\langle\mathrm{j}, \mathrm{j}\rangle,\langle\mathrm{k}, \mathrm{k}\rangle\}$. The Merge routine merges the effects of a block in the working set with its recurrence system (the merging of the effects of nested loops will be discussed later in Section 4.7). The routine updates the recurrence system for each instruction in the block in backward order starting with the last instruction. After merging, all predecessor blocks except headers are added to the working set with the updated system. For example, merging $\mathrm{i}=\mathrm{i}+1$ from block $B_{4}$ gives the updated system $A=\{\langle i, i+1\rangle,\langle j, j\rangle,\langle k, k\rangle\}$. The algorithm then proceeds with the predecessors of $B_{4}$, i.e. $B_{2}$ and $B_{3}$. Because $B_{3}$ is already in the working set, the new recurrence system is combined with the previous recurrence system for $B_{3}$ using set union:

$$
\begin{aligned}
& S=\left\{\quad B_{2}:\{\langle\mathbf{i}, \mathbf{i}+1\rangle,\langle\mathrm{j}, \mathrm{j}\rangle,\langle\mathrm{k}, \mathrm{k}\rangle\},\right. \\
& \left.B_{3}:\{\langle\mathrm{i}, \mathrm{i}\rangle,\langle\mathrm{j}, \mathrm{j}\rangle,\langle\mathrm{k}, \mathrm{k}\rangle\} \cup\{\langle\mathrm{i}, \mathrm{i}+1\rangle,\langle\mathrm{j}, \mathrm{j}\rangle,\langle\mathrm{k}, \mathrm{k}\rangle\} \quad\right\} \\
& =\left\{\quad B_{2}:\{\langle\mathrm{i}, \mathrm{i}+1\rangle,\langle\mathrm{j}, \mathrm{j}\rangle,\langle\mathrm{k}, \mathrm{k}\rangle\}, B_{3}:\{\langle\mathrm{i}, \mathrm{i}\rangle,\langle\mathrm{i}, \mathrm{i}+1\rangle,\langle\mathrm{j}, \mathrm{j}\rangle,\langle\mathrm{k}, \mathrm{k}\rangle\} \quad\right\}
\end{aligned}
$$

This process continues until the header block is reached and merged. The resulting set of recurrence relations of the example loop is a set of variable-value pairs

$$
R=\{\langle\mathrm{i}, 1\rangle,\langle\mathrm{i}, \mathrm{i}\rangle,\langle\mathrm{i}, \mathbf{i}+1\rangle,\langle\mathrm{j}, \mathrm{i}\rangle,\langle\mathrm{j}, \mathrm{j}\rangle,\langle\mathrm{k}, \mathrm{k}\rangle \quad\}
$$

The Merge routine plays a critical role for updating the partial recurrence systems by collecting the effects of a block. It applies a backward search through the instructions of the block to update the system. This is best illustrated with the example shown in Figure 6. In each step in Merge the set of partial recurrence relations is updated.

### 4.2. Phase 2

The Solverecurrences algorithm shown in Figure 7 solves a set of recurrence relations in CR form. The algo-


Figure 6. The Merge Operation
rithm requires that the initial set of recurrence relations $R$ forms a partial order defined by the inclusion relation $\prec$

$$
\langle v, x\rangle \prec\langle u, y\rangle \quad \text { if } v \neq u \text { and } v \text { occurs in } y
$$

The inclusion relation defines a digraph on the elements in $R$. The strongly connected components represent recurrences with periodic sequences or sequences that cannot be represented by sums and products of polynomials, exponentials, and factorials. Section 4.5 describes a technique to break the connected components.

Solverecurrences takes pairs from $R$ in inclusion order $\prec$. The CR form solutions are computed one by one and substituted in the recurrence relations that depend on them. The CR\# algebra rules are used in the main loop to simplify and normalize the CR forms after substitution to match the CR forms of the recurrence relations.

The recurrence relations $R$ is a set of tuples computed in the first phase. For the example loop shown in Figure 5 the set $R$ computed by FindRecurrences is

$$
R=\{\langle\mathrm{i}, 1\rangle,\langle\mathrm{i}, \mathrm{i}\rangle,\langle\mathrm{i}, \mathrm{i}+1\rangle,\langle\mathrm{j}, \mathrm{i}\rangle,\langle\mathrm{j}, \mathrm{j}\rangle,\langle\mathrm{k}, \mathrm{k}\rangle \quad\}
$$

There are three inclusion relations on tuples in $R$

$$
\langle i, 1\rangle \prec\langle j, i\rangle, \quad\langle i, i\rangle \prec\langle j, i\rangle, \quad\langle i, i+1\rangle \prec\langle j, i\rangle
$$

Thus, Solverecurrences selects any one of the tuples in $R$ for variables i and k to replace them with CR forms. After computing the CR forms for these tuples and deleting the original non-CR form tuples we obtain ${ }^{2}$

$$
\begin{array}{r}
R=\left\{\begin{array}{c}
\left\langle\mathrm{i},\left\{\mathrm{i}_{0}, \#, 1\right\}_{B_{1}}\right\rangle,\left\langle\mathrm{i},\left\{\mathrm{i}_{0}\right\}_{B_{1}}\right\rangle,\left\langle\mathrm{i},\left\{\mathrm{i}_{0},+, 1\right\}_{B_{1}}\right\rangle,\langle\mathrm{j}, \mathrm{i}\rangle, \\
\left\langle\mathrm{j},\left\{\mathrm{i}_{0}, \#, 1\right\}_{B_{1}}\right\rangle,\left\langle\mathrm{j},\left\{\mathrm{i}_{0}\right\}_{B_{1}}\right\rangle,\left\langle\mathrm{j},\left\{\mathrm{i}_{0},+, 1\right\}_{B_{1}}\right\rangle,\langle\mathrm{j}, \mathrm{j}\rangle,\left\langle\mathrm{k},\left\{\mathrm{k}_{0}\right\}_{B_{1}}\right\rangle
\end{array}\right\}
\end{array}
$$

At this point tuples for j are considered. The tuple in the deletion set $D=\{\langle\mathrm{j}, \mathrm{i}\rangle\}$ (updated by Substitute) is discarded from $R$. After computing the CR forms for $\left\langle\mathrm{j},\left\{\mathrm{i}_{0}, \#, 1\right\}_{B_{1}}\right\rangle,\left\langle\mathrm{j},\left\{\mathrm{i}_{0}\right\}_{B_{1}}\right\rangle,\left\langle\mathrm{j},\left\{\mathrm{i}_{0},+, 1\right\}_{B_{1}}\right\rangle$ and $\langle\mathrm{j}, \mathrm{j}\rangle$ the resulting solution set $R$ is stored in $\operatorname{recset}[H]$, where

$$
\begin{gathered}
\operatorname{recset}[H]=\left\{\left\langle\mathrm{i},\left\{\mathrm{i}_{0}, \#, 1\right\}_{B_{1}}\right\rangle,\left\langle\mathrm{i},\left\{\mathrm{i}_{0}\right\}_{B_{1}}\right\rangle,\left\langle\mathrm{i},\left\{\mathrm{i}_{0},+, 1\right\}_{B_{1}}\right\rangle,\right. \\
\left\langle\mathrm{j},\left\{\mathrm{j}_{0}, \#, \mathrm{i}_{0}, \#, 1\right\}_{\left.B_{1}\right\rangle}\right\rangle,\left\langle\mathrm{j},\left\{\mathrm{j}_{0}, \#, \mathrm{i}_{0}\right\}_{B_{1}}\right\rangle, \\
\left.\left\langle\mathrm{j},\left\{\mathrm{j}_{0}, \#, \mathrm{i}_{0},+, 1\right\}_{B_{1}}\right\rangle,\left\langle\mathrm{j},\left\{\mathrm{j}_{0}\right\}_{B_{1}}\right\rangle,\left\langle\mathrm{k},\left\{\mathrm{k}_{0}\right\}_{B_{1}}\right\rangle\right\}
\end{gathered}
$$

[^2]```
Algorithm SolveRecurrences \((R)\)
Compute the solution to the recurrence system \(R\) in \(\operatorname{recset}[H]\)
- input: recurrence system \(R\)
- output: solution in recset \([H]\)
\(D:=\emptyset\)
Remove strongly connected components from \(R\) (Sec. 4.5)
for each \(\langle v, x\rangle \in R\) in the order defined by \(\prec\) do
    if \(\langle v, x\rangle \in D\) then
        \(R:=R \backslash\{\langle v, x\rangle\}\)
    else
        Apply \(\mathcal{C R}\) \# rules to \(x\) ( \(v\) is marked loop-variant in \(x\) )
        if \(x\) is of the form \(v+\Psi\) ( \(\Psi\) is CR or constant) then
            \(\Phi:=\left\{v_{0},+, \Psi\right\}_{H}\)
        else if \(x\) is of the form \(v * \Psi\) ( \(\Psi\) is CR or constant) then
            \(\Phi:=\left\{v_{0}, *, \Psi\right\}_{H}\)
        else if \(x\) is of the form \(c * v+\Psi\), where \(c\) is constant
                or a singleton CR form and \(\Psi\) is a constant
                    or a polynomial CR form then
                \(\Phi:=\left\{\phi_{0},+, \phi_{1},+, \cdots,+, \phi_{k+1}, *, \phi_{k+2}\right\}_{H}\), where
                    \(\phi_{0}=v_{0} ; \quad \phi_{j}=(c-1) \phi_{j-1}+\psi_{j-1} ; \quad \phi_{k+2}=c\)
        else if \(x\) is variable \(v\) then
            \(\Phi:=\left\{v_{0}\right\}_{H}\)
        else
            \(\Phi:=\left\{v_{0}, \#, x\right\}_{H}\)
        endif
        Substitute \((v, \Phi, R)\)
    endif
enddo
\(\operatorname{recset}[H]:=R\)
Algorithm Substitute \((v, \Phi, R)\)
Substitute all occurrences of variable \(v\) with CR form \(\Phi\) in the recurrence system \(R\)
- input: variable \(v, \mathrm{CR}\) form \(\Phi\), and recurrence system \(R\)
- output: updated recurrence system \(R\)
Replace \(\langle v, x\rangle\) in \(R\) with \(\langle v, \Phi\rangle\)
for each \(\langle u, y\rangle \in R\) such that \(\langle v, x\rangle \prec\langle u, y\rangle\) do \(D:=D \cup\{\langle u, y\rangle\}\)
Create new \(y^{\prime}\) by replacing all \(v\) 's in \(y\) with \(\Phi\) \(R:=R \cup\left\{\left\langle u, y^{\prime}\right\rangle\right\}\)
enddo
```

Figure 7. Algorithm to Compute recset $[H]$

Finally, the CR forms in recset $[H]$ are bounded using alignment and the application of $\mathrm{min} / \mathrm{max}$ bounds (Sections 3.5 and 3.6). The CR-form bounds are stored in rangeset $[H]$ computed by Boundrecurrences shown in Figure 8. Applied to the recset $[H]$ of the example loop we obtain the rangeset $[H]$ of the loop

$$
\begin{aligned}
\{ & \left\langle\mathrm{i},\left\{\mathrm{i}_{0}, \#, \min \left(\mathrm{i}_{0}, 1\right)\right\}_{B_{1}},\left\{\mathrm{i}_{0}, \#, \max \left(\mathrm{i}_{0}+1,1\right),+, 1\right\}_{B_{1}}\right\rangle \\
& \left\langle\mathrm{j},\left\{\mathrm{jo}_{0}, \#, \min \left(\mathrm{i}_{0}, \mathrm{j}_{0}\right)\right\}_{B_{1}},\left\{\mathrm{j}_{0}, \#, \max \left(\mathrm{i}_{0}, \mathrm{j}_{0}\right),+, 1\right\}_{B_{1}}\right\rangle \\
& \left.\left\langle\mathrm{k},\left\{\mathrm{k}_{0}\right\}_{B_{1}},\left\{\mathrm{k}_{0}\right\}_{B_{1}}\right\rangle\right\}
\end{aligned}
$$

where each triple $\left\langle v, \Psi_{\text {min }}, \Psi_{\text {max }}\right\rangle$ in the rangeset defines CR-form bounds such that the sequence of values of $v$ is bounded by the sequences of $\Psi_{\text {min }}$ and $\Psi_{\text {max }}$.

### 4.3. Performance and Complexity

The selection of a $B: A$ pair from the working set in FindRecurrences affects the performance of the algorithm. A naive selection may lead to an exponential number

```
Algorithm BoundRecurrences \((H)\)
Compute rangeset \([H]\) for the loop with (pre)header \(H\)
    - input: live \([H]\) and recset \([H]\) for (pre)header block \(H\)
    - output: rangeset \([H]\) with induction variable bounds
rangeset \([H]:=\emptyset\)
for each variable \(v \in \operatorname{live}[H]\) do
    Use alignment (3.5) and min/max bounds (3.6) to compute
    \(\Psi_{\min }:=\min \{\Phi \mid\langle v, \Phi\rangle \in \operatorname{recset}[H]\}\)
    \(\Psi_{\text {max }}:=\max \{\Phi \mid\langle v, \Phi\rangle \in \operatorname{recset}[H]\}\)
    rangeset \([H]:=\operatorname{rangeset}[H] \cup\left\{\left\langle v, \Psi_{\text {min }}, \Psi_{\max }\right\rangle\right\}\)
enddo
```

Figure 8. Algorithm to Compute rangeset $[H]$
of steps where all possible paths in the loop body are traversed. However, we adopt a selection order that ensures that the algorithm is linear in the number of blocks comprising the CFG of the loop body. To achieve this, we keep a counter count $[B]$ with each block $B$ in the loop body. The counter is initialized to the number of successors of a block minus the back edges:

$$
\operatorname{count}[B]:=\mid\left\{B_{\text {succ }} \in \operatorname{succ}[B] \mid B_{\text {succ }} \text { is not a loop header }\right\} \mid
$$

The counter count $\left[B_{\text {pred }}\right]$ is decremented in MERGE each time a set of recurrences is saved or combined with another set of recurrences for block $B_{\text {pred }}$ in the working set. Only when the counter is zero the block $B: A$ is selected from the working set for the next iteration in FindRecurrences. Because this method ensures that each block is visited only once, Findrecurrences is linear in the number of blocks in the CFG of the loop body.

### 4.4. Soundness and Termination

The FindRecurrences and Solverecurrences algorithms are sound and terminating.

Theorem 1 Given a reducible CFG of a loop (nest) with (pre)header block H, FindRECURRENCES terminates.

Proof. The header block $H$ dominates all blocks with back edges to $H$ by definition of a reducible CFG [1]. Because FindRecurrences starts at blocks with back edges to $H$ and traverses the CFG via predecessor blocks, the algorithm eventually terminates at the dominating block $H$.

It is easy to verify that SolveRECurrences terminates. Even though the set $R$ may grow when considering tuples for variable $v$, a new finite set of tuples is added to $R$ for variables $u, u \neq v$, in inclusion order defined by $\prec$. Thus, tuples in $R$ are considered only once.

## Theorem 2 The general recurrence form of a variable $v$

$$
\begin{aligned}
& v=v_{0} \\
& \text { for } i=0 \text { to } n-1 \\
& \quad \ldots \\
& v=\alpha * v+p(i) \\
& \ldots \\
& \text { endfor }
\end{aligned}
$$



Figure 9. Loop with Cyclic Recurrences
where $\alpha$ is a numeric constant or an i-loop invariant symbolic expression and $p$ is polynomial in $i$ expressed as a $C R$ form $\Psi_{i}=\left\{\psi_{0},+, \psi_{1},+, \cdots,+, \psi_{k}\right\}_{i}$, has the correct CRform solution $\Phi_{i}$ for $v$ computed by SOLVERECURRENCES

$$
\Phi_{i}=\left\{\phi_{0},+, \phi_{1},+, \cdots,+, \phi_{k+1}, *, \phi_{k+2}\right\}_{i}
$$

where

$$
\phi_{0}=v_{0} ; \quad \phi_{j}=(\alpha-1) \phi_{j-1}+\psi_{j-1} ; \quad \phi_{k+2}=\alpha
$$

Proof. See [36, 37].

### 4.5. Breaking Cyclic Recurrence Relations

Solverecurrences requires the use-def dependences between the recurrence relations in $R$ to be acyclic. Strongly connected components must be eliminated. Figure 9 illustrates how a cycle is broken by converting a cyclic recurrence relation into a reduced CR form with the lattice element $T$ (assuming that the initial value $b_{0} \geq 0$ ). In general, cycles can be broken by replacing a variable's update with an unknown. In many cases we do not need to determine the exact sequence of values as long as the sign and monotonic properties are preserved in the CR forms. In specific cases, pattern recognition can be applied to determine the functions of specific (periodic) sequences, such as the Fibonacci function whose iterative computation is shown in the example loop.

### 4.6. Bounding the Number of Loop Iterations

To accurately analyze a loop nest from inner loops to the outer loops, the number of loop iterations of the inner nested loops are determined. The LOOPBOUNDS algorithm shown in Figure 10 computes a symbolic lower bound iter $_{\text {min }}[H]$ and upper bound iter $_{\max }[H]$ on the number of loop iterations, provided that the loop has a single pre- or post-test exit condition and a single back edge to the loop (pre)header $H$. The algorithm uses the CR\# algebra rules to convert the loop exit condition to CR form and exploits interval arithmetic to determine the iteration range.

Consider for example the loop nest shown in Figure 11(a). After applying the loop analysis algorithms on the nested loop with header $B_{3}$ we have:

```
Algorithm LoopBounds \((H)\)
Compute the bounds \(i t e r_{\min }\left[H\right.\) and iter \(_{\max }[H]\) on the number
of loop iterations of the loop with (pre)header \(H\)
    - input: rangeset \([H]\) for (pre)header block \(H\)
    - output: \(0 \leq\) iter \(_{\min }[H] \leq\) iter \(_{\max }[H] \leq \top\)
iter \(_{\text {min }}[H]:=0\)
iter \(_{\text {max }}[H]:=\top\)
if loop \(H\) has a single pre- or post-test exit condition then
    Convert exit condition to expr \(\leq 0\) by reordering terms
    range \(:=\) expr
    start \(:=0\)
    for each \(\left\langle v, \Psi_{\min }, \Psi_{\max }\right\rangle \in \operatorname{rangeset}[H]\) do
        if the loop has a post-test exit condition then
            \(\Psi_{\text {min }}:=\mathcal{F} \Psi_{\text {min }}\)
            \(\Psi_{\text {max }}:=\mathcal{F} \Psi_{\text {max }}\)
            start \(:=1\)
        endif
        Replace all \(v\) 's in range with interval \(\left[\Psi_{\text {min }}, \Psi_{\text {max }}\right]\)
    enddo
    Apply interval arithmetic and \(C R \#\) rules to simplify range
        such that range \(=\left[\Phi_{\min }, \Phi_{\text {max }}\right]\)
    Apply \(C R \#_{I}^{-1}\) rules to convert \(\Phi_{\text {min }}\) to closed form \(L(I)\)
    Apply \(C R \#_{I}^{-1}\) rules to convert \(\Phi_{\max }\) to closed form \(U(I)\)
    Isolate \(I\) from \(L(I)\) and \(U(I)\) such that \(L \leq I\) and \(U \leq I\)
        (if isolation is not possible, set \(L:=0\) and \(U:=\) 丁)
    iter \(_{\text {min }}[H]:=\max (\) start,\(U)\)
    iter \(_{\max }[H]:=\max (\) start,\(L)\)
endif
```

Figure 10. Algorithm to Compute Loop Iteration Bounds iter $_{\text {min }}[H]$ and iter $_{\text {max }}[H]$

```
\(\operatorname{recset}\left[B_{3}\right]=\left\{\left\langle\mathbf{i},\left\{\mathrm{i}_{0},+, 1\right\}_{B_{3}}\right\rangle,\left\langle\mathrm{j},\left\{\mathrm{j}_{0}\right\}_{B_{3}}\right\rangle,\left\langle\mathrm{j},\left\{\mathrm{j}_{0},+,-1\right\}_{B_{3}}\right\rangle\right\}\) \(\operatorname{rangeset}\left[B_{3}\right]=\left\{\left\langle\mathrm{i},\left\{\mathrm{i}_{0},+, 1\right\}_{B_{3}},\left\{\mathrm{i}_{0},+, 1\right\}_{B_{3}}\right\rangle,\left\langle\mathrm{j},\left\{\mathrm{j}_{0},+,-1\right\}_{B_{3}},\left\{\mathrm{j}_{0}\right\}_{B_{3}}\right\rangle\right\}\)
```

In the initial stage of the LoopBounds algorithm, the posttest loop exit condition $\mathrm{i}<\mathrm{j}$ is rewritten into $\mathrm{i}-\mathrm{j}+1 \leq 0$ by reordering terms. Because the loop has a post-test condition, the CR forms of the variables i and j in the rangeset $\left[B_{3}\right]$ are shifted forward, that is

$$
\begin{aligned}
\mathcal{F}\left\{\mathrm{i}_{0},+, 1\right\}_{B_{3}} & =\left\{\mathrm{i}_{0}+1,+, 1\right\}_{B_{3}} \\
\mathcal{F}\left\{\mathrm{j}_{0}\right\}_{B_{3}} & =\left\{\mathrm{j}_{0}\right\}_{B_{3}} \\
\mathcal{F}\left\{\mathrm{j}_{0},+,-1\right\}_{B_{3}} & =\left\{\mathrm{j}_{0}-1,+,-1\right\}_{B_{3}}
\end{aligned}
$$

The i and j variables in the condition $\mathrm{i}-\mathrm{j}+1 \leq 0$ are replaced with their shifted value ranges and simplified using a combination of interval arithmetic and the CR\# algebra rules, giving

```
\(\left[\left\{\mathrm{i}_{0}+1,+, 1\right\}_{B_{3}},\left\{\mathrm{i}_{0}+1,+, 1\right\}_{B_{3}}\right]-\left[\left\{\mathrm{j}_{0}-1,+,-1\right\}_{B_{3}},\left\{\mathrm{j}_{0}\right\}_{B_{3}}\right]-1\)
\(=\left\{\mathrm{i}_{0}+1,+, 1\right\}_{B_{3}}+\left[-\left\{\mathrm{j}_{0}\right\}_{B_{3}},-\left\{\mathrm{j}_{0}-1,+,-1\right\}_{B_{3}}\right]-1\)
\(=\left[\left\{\mathrm{i}_{0}+1,+, 1\right\}_{B_{3}}-\left\{\mathrm{j}_{0}\right\}_{B_{3}}-1,\left\{\mathrm{i}_{0}+1,+, 1\right\}_{B_{3}}-\left\{\mathrm{j}_{0}-1,+,-1\right\}_{B_{3}}-1\right]\)
\(=\left[\left\{\mathrm{i}_{0}-\mathrm{j}_{0},+, 1\right\}_{B_{3}},\left\{\mathrm{i}_{0}-\mathrm{j}_{0}+1,+, 2\right\}_{B_{3}}\right]\)
```

These CR forms describe the minimum $\Phi_{\text {min }}$ and maximum $\Phi_{\text {max }}$ progressions towards the exit condition, i.e. the loop terminates when the sequences reach zero. To compute the closed-form equivalent of this interval, we convert $\Phi_{\min }$ and $\Phi_{\max }$ to closed forms $L(I)$ and $U(I)$ and then isolate the variable $I$ as follows


Figure 11. Example Nested Loops

$$
\begin{array}{llcc}
L(I) \leq 0 \quad & \Rightarrow \quad \mathrm{i}_{0}-\mathrm{j}_{0}+I \leq 0 & \Rightarrow \quad I \leq \mathrm{j}_{0}-\mathrm{i}_{0} \\
U(I) \leq 0 \quad & \Rightarrow \quad \mathrm{i}_{0}-\mathrm{j}_{0}+1+2 I \leq 0 \quad & \Rightarrow \quad I \leq\left\lfloor\frac{\mathrm{j}_{0}-\mathrm{i}_{0}-1}{2}\right\rfloor
\end{array}
$$

Thus, we obtain iter $_{\text {min }}\left[B_{3}\right]=\max \left(1,\left\lfloor\frac{\mathrm{j}_{0}-\mathrm{i}_{0}-1}{2}\right\rfloor\right)$ and iter $_{\max }\left[B_{3}\right]=\max \left(1, \mathrm{j}_{0}-\mathrm{i}_{0}\right)$. Indeed, a closer look reveals that the number of loop iterations ranges from $\left\lfloor\frac{\mathrm{n}-1}{2}\right\rfloor$ to n with a minimum of one iteration when $\mathrm{n} \leq 1$.

### 4.7. Multidimensional Loops

The MergeLoop algorithm shown in Figure 12 is used by FindRecurrences to aggregate the updates on induction variables in a nested loop to update the current set of recurrence relations $A$ of the outer loop. MERGLoop uses the recset and iteration bounds of the nested loop to advance the traversal of the CFG of the outer loop immediately to the header $H_{\text {nested }}$. By omitting the blocks in the inner loop, which were already analyzed, the complexity of FindRecurrences is linear in the total number of blocks in the CFG of the loop nest.

The MergeLoop algorithm computes the minimum $A_{\text {min }}$ and maximum $A_{\text {max }}$ effects of the inner loop on the recurrence system of the outer loop based on the minimum iter $_{\text {min }}\left[H_{\text {nested }}\right]$ and maximum iter $_{\max }\left[H_{\text {nested }}\right]$ iteration bounds of the nested loop. If the minimum and maximum bounds differ, then the induction variables in the nested loop must form monotonic sequences to ensure accuracy. This is tested with $\mathcal{M} \Phi \neq \perp$, where $\Phi$ is the CR form of an induction variable. To compute the aggregate value of the updates to induction variables in the nested loop, the CR forms of the variables need to be updated by the iteration count, which is accomplished by converting the CR forms to closed form with index $I$ set to the loop bound(s).

For example, using the recset $\left[B_{3}\right]$, iter $r_{\text {min }}\left[B_{3}\right]$, and iter $_{\max }\left[B_{3}\right]$ of the nested loop shown in Figure 11(a) and

```
Algorithm MERGELoop \(\left(H_{\text {nested }}, A, S\right)\)
Updated the recurrence system \(A\) with the recurrences of the
nested loop and add to the working set \(S\)
    - input: \(\operatorname{recset}\left[H_{\text {nested }}\right]\), iter \(_{\min }\left[H_{\text {nested }}\right.\), iter \(_{\max }\left[H_{\text {nested }}\right.\),
            recurrence system \(A\), working set \(S\)
    - output: updated working set \(S\)
\(A_{\text {min }}:=A\)
\(A_{\text {max }}:=A\)
for each \(\langle v, \Phi\rangle \in \operatorname{recset}\left[H_{\text {nested }}\right]\) do
    if \(\mathcal{M} \Phi=\perp\) and iter \(_{\text {min }}\left[H_{\text {nested }}\right] \neq\) iter \(_{\max }\left[H_{\text {nested }}\right]\) then
        \(\operatorname{Update}\left(v, \perp, A_{\text {min }}\right)\)
        \(\operatorname{Update}\left(v, \perp, A_{\text {max }}\right)\)
    else
        Apply \(C R \#_{I}^{-1}\) rules to convert \(\Phi\) to closed form \(f(I)\)
        Replace \(I\) 's in \(f(I)\) with iter \(_{\text {min }}\left[H_{\text {nested }}\right]\) giving \(L\)
        \(\operatorname{Update}\left(v, L, A_{\text {min }}\right)\)
        Replace \(I\) 's in \(f(I)\) with iter \(_{\max }\) [ \(H_{\text {nested }}\) ] giving \(U\)
        \(\operatorname{Update}\left(v, U, A_{\text {max }}\right)\)
        endif
enddo
\(A:=A_{\min } \cup A_{\max }\)
for each predecessor block \(B_{\text {pred }} \in \operatorname{pred}[B]\)
        (excluding the back edges of \(B\) ) do
        if there is a pair \(B_{\text {pred }}: A^{\prime} \in S\) then
        \(S:=S \backslash\left\{B_{\text {pred }}: A^{\prime}\right\} \cup\left\{B_{\text {pred }}:\left(A \cup A^{\prime}\right)\right\}\)
    else
        \(S:=S \cup\left\{B_{\text {pred }}: A\right\}\)
    endif
enddo
```

Figure 12. Merging a Nested Loop
computed in the previous section, MergeLoop takes the recurrence relations $A$ of the outer loop at block $B_{5}$, where

$$
A:=\left\{\langle v, v\rangle \mid v \in \operatorname{live}\left[B_{2}\right]\right\}=\{\langle\mathbf{i}, \mathbf{i}\rangle,\langle\mathbf{n}, \mathrm{n}\rangle\}
$$

Thus, MergeLoop computes

$$
\begin{aligned}
A_{\min } & =\{\langle\mathrm{i}, \mathrm{i}\rangle,\langle\mathrm{n}, \mathrm{n}\rangle\} \\
& \Rightarrow\{\langle\mathrm{i}, \mathrm{i}+I\rangle,\langle\mathrm{n}, \mathrm{n}\rangle\} \\
& \Rightarrow\left\{\left\langle\mathrm{i}, \mathrm{i}+i \operatorname{ter}_{\min }\left[B_{3}\right]\right\rangle,\langle\mathrm{n}, \mathrm{n}\rangle\right\} \\
& \Rightarrow\left\{\left\langle\mathrm{i}, \mathrm{i}+\max \left(1,\left\lfloor\frac{\mathrm{j}-\mathrm{i}-1}{2}\right\rfloor\right)\right\rangle,\langle\mathrm{n}, \mathrm{n}\rangle\right\} \\
A_{\max } & =\{\langle\mathrm{i}, \mathrm{i}\rangle,\langle\mathrm{n}, \mathrm{n}\rangle\} \\
& \Rightarrow\{\langle\mathrm{i}, \mathrm{i}+I\rangle,\langle\mathrm{n}, \mathrm{n}\rangle\} \\
& \Rightarrow\left\{\left\langle\mathrm{i}, \mathrm{i}+\operatorname{iter}_{\max }\left[B_{3}\right]\right\rangle,\langle\mathrm{n}, \mathrm{n}\rangle\right\} \\
& \Rightarrow\{\langle\mathrm{i}, \mathrm{i}+\max (1, \mathrm{j}-\mathrm{i}-1)\rangle,\langle\mathrm{n}, \mathrm{n}\rangle\}
\end{aligned}
$$

Block $B_{2}$ is merged with the union of $A_{\text {min }} \cup A_{\text {max }}$ to compute the $\operatorname{recset}\left[B_{2}\right]$ of the outer loop, which is

$$
\left\{\left\langle\mathrm{i},\left\{\mathrm{i}_{0},+, \max \left(0,\left\lfloor\frac{\mathrm{n}_{0}-1}{2}\right\rfloor\right)\right\}_{B_{2}}\right\rangle,\left\langle\left\{\mathrm{i}_{\mathrm{i}} \mathrm{i}_{0},+, \max \left(0, \mathrm{n}_{0}-1\right)\right\}_{B_{2}}\right\rangle,\left\langle\mathrm{n},\left\{\mathrm{n}_{0}\right\}_{B_{2}}\right\rangle\right\}
$$

It is evident that variable i's updates in the inner loop contribute to a positive update to the variable in the outer loop anywhere in the range $\max \left(1,\left\lfloor\frac{\mathrm{n}_{0}-1}{2}\right\rfloor\right)$ to $\max \left(1, \mathrm{n}_{0}-1\right)$ making i strictly monotonically increasing.

### 4.8. Multivariate Forms

Multivariate CR forms for pointers and array index expressions are required to apply dependence testing on pointer access and arrays [36, 38]. To compute multivariate CR forms, we carry along the recset of an inner
loop in the working set $S$ of an outer loop and update it in Merge for each assignment that is merged during the analysis of the outer loop. When the recset of the outer loop is computed, we substitute the CR forms (or their ranges) of the induction variables and pointers into the recset's of the inner loops.

Consider for example the triangular loop in Figure 11(b). The recset $\left[B_{3}\right]$ is

$$
\left\{\left\langle\mathrm{i},\left\{\mathrm{i}_{0},+, 1\right\}_{B_{3}}\right\rangle,\left\langle\mathrm{j},\left\{\mathrm{j}_{0}\right\}_{B_{3}}\right\rangle,\left\langle\mathrm{s},\left\{\mathrm{~s}_{0},+, \mathrm{a}\left[\left\{\mathrm{i}_{0},+, 1\right\}_{B_{3}},\left\{\mathrm{j}_{0}\right\}_{B_{3}}\right]\right\}_{B_{3}}\right\rangle\right\}
$$

When traversing through the outer loop the assignment $\mathrm{i}=0$ causes $\mathrm{i}_{0}$ to be replaced with 0 in the $\operatorname{recset}\left[B_{3}\right]$ of the inner loop. After computing the recset of the outer loop, $\mathrm{j}_{0}$ is replaced with $\{0,+, 1\}_{B_{2}}$ in recset $\left[B_{3}\right]$ giving

$$
\begin{gathered}
\left\{\left\langle\mathrm{i},\{0,+, 1\}_{B_{3}}\right\rangle,\left\langle\mathrm{j},\left\{\{0,+, 1\}_{B_{2}}\right\}_{B_{3}}\right\rangle,\right. \\
\left.\left\langle\mathrm{s},\left\{\mathrm{~s}_{0},+, \mathrm{a}\left[\{0,+, 1\}_{B_{3}},\left\{\{0,+, 1\}_{B_{2}}\right\}_{B_{3}}\right]\right\}_{B_{3}}\right\rangle\right\}
\end{gathered}
$$

The multivariate forms in the recset's of the inner and outer loop enable dependence testing using our nonlinear CR-based extreme value test [36, 38], such as on $\mathrm{a}\left[\{0,+, 1\}_{B_{3}},\left\{\{0,+, 1\}_{B_{2}}\right\}_{B_{3}}\right]$.

### 4.9. Side-Effects and Aliases

Possible side-effects on variables and variable aliasing is handled by representing unknown variable updates with lattice elements. Thus, a variable updated with an expression that contains aliased variables is effectively updated with a positive ( $T$ or $T_{\neq}$), a negative ( $-T$ or $-T_{\neq}$), or an unknown $(\perp)$ quantity. Alias analysis and points-to analysis help identify such cases.

## 5. Applications

In this section we briefly review a number of applications of the recurrence analysis algorithms for loop analysis and optimization problems.

### 5.1. Induction Variable Substitution

IVS replaces induction variables in a loop nest with closed-form expressions. When the recset of a loop contains one solution per variable, which is guaranteed when the updates to induction variables are unconditional, the CR forms of the induction variables in the set are converted to closed-form expressions using the inverse CR\# algebra rules shown in Figure 1. For more details, see [34]. In fact, our algorithm is the first to recognize and represent the recurrences of indirect wrap-around variables. These variables are updated with the values of wrap-around variables or other indirect wrap-around variables. Consider for example Figure 13. The recurrence dependence graph shows the ordering of the recurrences in SolveREcurRENCES to compute a solution. Variable $i$ is a wrap-around


Figure 13. Nonlinear Recurrence Relations with an Indirect Wrap-Around Variable
variable (marked by the oval in recurrence dependence graph in the figure) with delayed $C R$ form $\left\{\mathrm{i}_{0}, \#, \mathrm{j}_{0},+, 1\right\}_{H}$ and k is an indirect wrap-around variable with delayed CR form $\left\{\mathrm{k}_{0},+, \mathrm{i}_{0}, \#, \mathrm{j}_{0},+, 1\right\}_{H}$ which is rewritten into $\left\{\mathrm{k}_{0}, \#, \mathrm{i}_{0}+\mathrm{k}_{0},+, \mathrm{j}_{0},+, 1\right\}_{H}$ by $C R \#$ rule 30 before applying the $C R \#_{I}^{-1}$ rules. Applying the $C R \#_{I}^{-1}$ rules gives the closed forms for loop iteration $I \geq 0$

$$
\begin{aligned}
\mathrm{i} & =(I=0) ? \mathrm{i}_{0}: \mathrm{j}_{0}+I-1 \\
\mathrm{j} & =\mathrm{j}_{0}+I \\
\mathrm{k} & =(I=0) ? \mathrm{k}_{0}: \mathrm{k}_{0}+\mathrm{i}_{0}+\left(\mathrm{j}_{0}-1\right) *(I-1)+\frac{I^{2}-I}{2}
\end{aligned}
$$

where $i_{0}, j_{0}$, and $k_{0}$ denote the initial values of the variables at the start of the loop.

### 5.2. Array Recovery

Induction variables that are address-based pointers can be converted to explicit array accesses, also known as array recovery [13]. Array recovery is similar to IVS. That is, when the recset of a loop contains one solution per variable the CR forms of the pointer variables in the set are converted to closed-form expressions using the inverse CR\# algebra rules and pointer dereferences are replaced by array accesses. For more details, see [35].

### 5.3. Idiom Recognition

Our CR-based algorithms facilitate the detection of global reductions such as sums. The CR form provides the pattern of the idiom. For example, the multivariate CR form $\left\{\mathrm{s}_{0},+, \mathrm{a}\left[\{0,+, 1\}_{B_{2}},\left\{\{0,+, 1\}_{B_{2}}\right\}_{B_{3}}\right]\right\}_{B_{3}}$ computed in Section 4.8 for the triangular loop nest shown in Figure $11(\mathrm{~b})$ denotes $\sum_{0 \leq j<n, 0 \leq i<j} \mathrm{a}[i, j]$. Dependence testing on a is used to check for interference.

### 5.4. Data Dependence Testing

The details and results of our CR-based nonlinear dependence tests are available in [36, 38]. The new algorithms presented in this report enhance these dependence tests with improved efficiency and accuracy with respect to bounding the sequences of conditionally updated variables and pointers. The ability to determine loop bounds dependent on conditionally updated variables also improves the accuracy of the dependence test. Because our nonlinear dependence test directly utilizes the recset and rangeset of a loop without IVS or array recovery, the dependence test can be directly applied to compute a dependence hierarchy for array and pointer accesses in reducible CFGs with arbitrary loop structures.

## 6. Conclusions

In this report we presented a set of CR-based loop analysis algorithms to support compiler analysis and optimizations that depend on induction variable analysis, such as idiom recognition, array date dependence testing, value range analysis, and determining the number of iterations of a loop nest. An important property of the new algorithm is that its complexity is linear in the number of blocks of the CFG of a loop nest regardless of the nesting depth of the loop nest and independent of control flow structure of the loop. We use these algorithms at the basis of a family of compilerrelated analysis algorithms for compiler optimizations requiring the analysis of iterative updates to the state of variables in loop-based or recursion-based codes, e.g. for dependence testing and loop optimization.

## A. Appendix

## A.1. The $\mathcal{V}, \mathcal{F}$, and $\mathcal{B}$ Operators

Definition 6 Let $\Phi_{i}=\left\{\phi_{0}, \odot_{1}, \phi_{1}, \odot_{2}, \ldots, \odot_{k}, \phi_{k}\right\}_{i}$ be a CR form. The value operator is defined by

$$
\mathcal{V} \Phi_{i}=\phi_{0}
$$

The forward shift operator is defined by

$$
\mathcal{F} \Phi_{i}=\left\{\psi_{0}, \odot_{1}, \psi_{1}, \odot_{2}, \ldots, \odot_{k}, \psi_{k}\right\}_{i}
$$

with $\psi_{j}=\phi_{j} \odot_{j+1} \phi_{j+1}$ for $j=0, \ldots, k-1$ and $\psi_{k}=\phi_{k}$. The backward shift operator is defined by

$$
\mathcal{B} \Phi_{i}=\left\{\psi_{0}, \odot_{1}, \psi_{1}, \odot_{2}, \ldots, \odot_{k}, \psi_{k}\right\}_{i}
$$

with $\psi_{j}=\phi_{j} \odot_{j+1}^{-1} \psi_{j+1}$ for $j=0, \ldots, k-1$ and $\psi_{k}=\phi_{k}$. The inverse operators $\odot^{-1}$ are defined by $+^{-1}=-$ (subtraction) and $*^{-1}=/$ (division).

The forward shift operator was introduced by Bachmann et al. [5]. The backward shift operator was introduced by Van Engelen [33, 34]. The $\mathcal{B}$ operator is not defined for CR forms with the \# delay operator, because \# has no inverse.
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