
Location-aware Click Prediction in Mobile Local Search

Dimitrios Lymberopoulos‡, Peixiang Zhao†, Christian König‡, Klaus Berberich§, Jie Liu‡
† UIUC, Urbana-Champaign, IL, USA

‡ Microsoft Research, Redmond, WA, USA
§ MPI, Saarbrücken, Germany

pzhao4@illinois.edu, {dlymper,chrisko,liuj}@microsoft.com, kberberi@mpi-inf.mpg.de

ABSTRACT
Users increasingly rely on their mobile devices to search, locate
and discover places and activities around them while on the go.
Their decision process is driven by the information displayed on
their devices and their current context (e.g. traffic, driving or walk-
ing etc.). Even though recent research efforts have already ex-
amined and demonstrated how different context parameters such
as weather, time and personal preferences affect the way mobile
users click on local businesses, little has been done to study how
the location of the user affects the click behavior. In this paper
we follow a data-driven methodology where we analyze approxi-
mately 2 million local search queries submitted by users across the
US, to visualize and quantify how differently mobile users click
across locations. Based on the data analysis, we propose new
location-aware features for improving local search click prediction
and quantify their performance on real user query traces. Motivated
by the results, we implement and evaluate a data-driven technique
where local search models at different levels of location granularity
(e.g. city, state, and country levels) are combined together at run-
time to further improve click prediction accuracy. By applying the
location-aware features and the multiple models at different levels
of location granularity on real user query streams from a major,
commercially available search engine, we achieve anywhere from
5% to 47% higher Precision than a single click prediction model
across the US can achieve.
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General Terms
Measurement, Human Factors
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1. INTRODUCTION
The wide availability of internet access on mobile devices, such

as phones and personal media players, has allowed users to search,
locate and access web information while on the go. Currently, there
are 54.5 million mobile internet users and market analysis shows
that this number will increase to 95 millions by 2013 [16]. This
rapid growth indicates that it is only a matter of time when mo-
bile devices will overtake desktop as the web/search access point
of choice.

A significant part of mobile query volume is represented by lo-
cal search queries, where users search for nearby businesses, parks,
attractions and activities. Even though mobile local search is sim-
ilar to desktop local search, there are two fundamental differences.
First, mobile devices provide significantly more accurate location
information (e.g. GPS, cell tower and/or wifi triangulation) com-
pared to desktop devices (e.g. reverse IP localization techniques).
Accurate location estimation is critical in mobile search since the
users are on the go and their range of reach might be limited.

Second, when compared to desktop search, mobile search is
more “actionable” in the sense that mobile users usually take an
action immediately after a local search session (e.g. visit a restau-
rant, a grocery store etc.). Because of mobile search’s actionable
nature, the role of the user’s current context is particularly impor-
tant in successfully answering a query. For instance, knowing that a
mobile user searching for restaurants is walking in downtown Man-
hattan during rush hour on a Friday evening, can provide invaluable
information such as how much distance this user is willing to travel
to visit a business or what type of businesses he might be interested
in given the day and time of his search. On the other hand, the con-
text of a desktop user that searches for restaurants from the comfort
of his house right before he goes to sleep on a Monday night, might
be irrelevant given that the search session might be triggered by a
totally different context (i.e. plan a night out with friends for next
Saturday).

The context of a mobile query can be defined by a collection
of different features such as time of day, day of week, weather,
traffic, user preferences and more. Several research efforts have al-
ready looked at the importance of context in local search or have at-
tempted to analyze how mobile users click on local businesses [14,
1, 6]. The ultimate goal of these approaches is to learn a ranking
function that properly balances the importance of all these differ-
ent features to provide accurate business rankings. However, the
way these features should be balanced might be different across
locations. Users at different locations can have different decision
processes either due to geographic properties of their regions or
demographics of the area they live in. For instance, a mobile user
in Manhattan on a Friday evening around 5pm, most probably is
willing to travel a short distance to visit a business because of the

413



Category Query Volume (%)

Food & Dining 35.36

Shopping 9.31

Arts & Entertainment 7.87

Health & Beauty 7.34

Home & Family 6.64

Automotive & Vehicles 5.61

Travel 5.39

Government & Comm. 4.46

Real Estate & Construction 4.12

Sports & Recreation 3.97

Computers & Technology 3.56

Legal & Finance 2.64

Professional & Services 2.36

Education 1.37

Table 1: Profile of the analyzed mobile search log dataset.

heavy traffic and the difficulty to access the highway. On the other
hand, a mobile user in Texas might be willing to use his car and
drive a longer distance because of the ease of acess to the highway.
Consequently, the relative importance of the different context fea-
tures might vary across locations. A mobile local search engine can
capture these variations by (i) properly leveraging location-aware
features to implicitly condition the ranking function on location,
(ii) training multiple ranking functions across locations or (iii) by
simultaneously combining both approaches.

Properly defining the location granularity at which local search
models should be trained to effectively capture location context is
quite challenging. While training models at the country level (i.e.
US) might mask the importance of local context, training models
at low levels of location granularity (i.e. zip code level) can also be
inefficient due to data sparsity and data over-fitting issues. In ad-
dition, an optimal location resolution at which local search models
should be trained might not exist. For instance, even though a high
query volume area, such as Manhattan, may provide enough data
to accurately train a local model, other nearby locations to Manhat-
tan, such as Bedford, NY, might not. Hence, a more general model
obtained at the state or even country level could be used to answer
queries that originate from Bedford. In general, the number of local
search models to be trained, the location resolution at which these
models should be trained and how these models are combined at
run-time to answer queries needs to be determined.

2. CONTRIBUTIONS
In this paper we study the impact of location context in mobile

local search and make the following contributions. First, we quan-
tify how differently mobile users click across locations by analyz-
ing 2 million local search queries submitted in the United States.

Second, we implement and evaluate two approaches to encode
location context in current state-of-the-art models: implicit and ex-
plicit location-aware training. In both approaches we augment the
feature space with a set of new location-aware features and allow
the model at the training phase to automatically decide the impor-
tance of these features. By picking up those features, the trained
model implicitly takes location context into account. In the case
of implicit training a single model is trained across the US, while
in the case of explicit training, multiple models at different lev-
els of location granularity (e.g. city, state, and country levels) are
trained by segmenting the training dataset based on geographical
and volume characteristics. At run time, the model at the lowest
level of location granularity that is available for the location where
the query originated from, is used to rank nearby businesses. By

Figure 1: US coverage of the analyzed dataset. Each query is
represented as a point at the location where it was submitted.

applying these techniques on real user query streams, we show that
Precision can be improved by up to 47% when compared to to the
Precision achieved by a single click prediction model for the whole
US.

Third, we demonstrate that mobile search logs can be used to
extract a model mapping at the zip code level that can guide the
application of multiple models at different levels of location gran-
ularity at run time to improve click prediction accuracy. In the off-
line phase, we leverage the search logs to train models at the city,
state, and country levels. By applying these models on search log
traces and comparing their accuracies at the zip code level, we au-
tomatically learn a mapping between zip codes and models for each
state in the US. At run-time, we lookup the appropriate model (city,
state or country level) to use for each query based on the zip code
where the query originates from and the learnt mapping. Through
a 10-fold cross validation on real user query streams from a com-
mercially available search engine, we show that we can achieve up
to 4% higher Precision compared to the Precision that a single click
prediction model at the state level with the location-aware features
can achieve.

3. DATASET AND TOOLS
In this section we give an overview of the analyzed mobile search

log dataset and describe the learning tools we use to train local
search click prediction models.

3.1 Data Profile
The dataset used in this paper consists of approximately 2 mil-

lion local search queries submitted to a major search engine across
the United States over a period of 3 months. All the queries were
submitted from mobile users that opted to download and install the
search engine’s mobile application on iPhone and Android devices.
The information recorded and analyzed for every query included
the GPS location where the query was submitted, the actual query
string, the unique ID of the business that was clicked by the user,
the unique IDs of the businesses shown to the user, and a times-
tamp. To protect the privacy of the users, no other information
about the user or the query was recorded.

The original information recorded in the search logs was aug-
mented with publicly available demographic data from recent
CENSUS reports [17]. Using the GPS location available in ev-
ery search log entry, we retrieved the zip code from where each
query was submitted. Based on this information, we were able to
associate zip code level demographic data (i.e. population density,
average household size etc.) to every search log entry from the
2000 CENSUS report.
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Figure 2: Distance-popularity relationship across the US and 3 representative states. For every business ID (x-axis) in the search
logs, the average distance in km between the location of the query that resulted into a click for that business and the location of
the business is shown (y-axis on the left). The business’ normalized popularity based on the number of clicks it received in the logs
(histogram, y-axis on the right) is also shown. Businesses are sorted based on average distance.

In addition, the unique ID of every business was used to retrieve
more detailed information such as business’ location and zip code.

Table 1 shows the breakdown of the analyzed query volume
based on the type of businesses clicked. More than half of the query
volume targeted businesses in the dining, entertainment and shop-
ping categories. Another 20% of the volume targeted businesses
around personal, home and automotive care. The remaining 30%
of the query volume was distributed over travel and sports related
businesses as well as over various public and private services.

Figure 1 shows the geographical coverage of the 2 million search
queries analyzed in this paper. The query volume is distributed
across the United States with the states of CA, WA, MA, AZ, NY,
and TX being among the highest query volume producing states.

3.2 Training Tools
To provide a common training framework on top of which we

can compare the performance of different modeling techniques and
features, we adopt MART [20], a learning tool based on Multiple
Additive Regression Trees. MART is based on the stochastic gradi-
ent boosting approach described in [4, 5, 7]. We formulate the mo-
bile local search problem as a click prediction problem1 and lever-
age MART to solve it. Each entry in the training and validation data
contains a set of n features, Fq = {fq1 , fq2 , . . . , fqn}, that might
be related to a query q (e.g. query zip code), a business object b (e.g.
popularity), or both (e.g. distance between query and business) in
conjunction with a click label which records the user’s response c
(1 for click and 0 otherwise). The training data is fed into MART to
build a classification model, M, which we use to estimate the prob-
ability of clicks pM(c|q, b) in the test data. In our experiments we
use the log-likelihood as the loss function (optimization criterion),

1Click prediction is a proxy for ranking quality. Given the close
relationship between clicks on a search result and its relevance, it
is very likely that features that help improve click prediction will
be useful in ranking as well.

steepest-descent (gradient-descent) as the optimization technique,
and binary decision trees as the fitting function.

In addition to the trained model M, MART reports a relative
ordering of all the features Fq . This ordering indicates the “relative
importance" of the features during click prediction and provides
insight on how the model is built. The most important feature has
a relative importance of 1, while the rest of the features have a
relative importance between 0 and 1.

For each experiment, we report the relative feature importance,
and the Precision achieved by the different models for different Re-
call values.

The baseline set of features used for training MART models con-
sisted of 5 representative features that were selected based on pre-
vious research studies [14, 1, 6]. For every business click and non-
click, we record: (i) the position in the search results where the
business appeared, (ii) the distance between the query and the busi-
ness locations, (iii) the popularity of the business as defined by the
number of clicks in the search logs, (iv) the time frame within a day
(one out of four 6-hour time frames) that the query was submitted,
and (v) a binary feature that represents if the query was submitted
on a workday or over the weekend. For every training experiment,
the input dataset is split to training, verification and test data with
the data volume ratio being 70% : 20% : 10% respectively.

4. MOBILE SEARCH LOG ANALYSIS
In this section we visualize and quantify how differently mobile

users click across locations. In particular, we compare click behav-
ior at the country, state and zip code levels.

In this analysis, we characterize click behavior using different
forms of two features that recent research studies [14, 6] as well
as our current experience with 2 million queries has shown to be
among the most important features: traveling distance (or simply
distance) and business popularity. The former corresponds to the
distance that a mobile user is willing to travel to visit a business
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Figure 3: CDF of the distance between the location of the query and the location of the clicked business for 6 representative states
and the US.
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Figure 4: CDF of the average distance between the location of the query and the location of the clicked business across zip codes for
6 representative states and the US.

and is calculated as the distance between the location of the query
and the location of the clicked business. The latter corresponds to
the popularity of a business and is calculated based on the number
of clicks each business receives in the search logs.

Due to space constraints, we only present the results for a repre-
sentative subset of locations, features and demographic data stud-
ied.

4.1 Country and State Level Statistics
First, we look at the tradeoff between distance and business pop-

ularity. In general, mobile users wish to travel short distances, but
at the same time they are willing to visit popular businesses around
them. The way users tradeoff these two features is vital during
ranking.

Figure 2 shows the tradeoff between distance and business pop-
ularity when examining the queries across the whole US, and the
states of MA, CA and TX independently. Current techniques use
data across the whole US to capture the distance/popularity trade-
off in a single model (Figure 2(a)). According to Figure 2(a), the
mostly clicked businesses can be roughly classified into two cat-
egories based on the distance the mobile user is willing to travel.
About 30% of the popular businesses are clicked within a 2-km
radius of the mobile user’s location. However, mobile users are
willing to travel anywhere between 5km and 15km to reach about
70% of the most clicked businesses.

Aside from the fact that mobile users in the US are willing to
travel a surprisingly large distance to visit a business, interesting
observations can be made by comparing the statistics across the
whole US with that of individual states. The states of CA and TX
seem to share the same trends with the US as the most clicked busi-
nesses tend to be located between 5-15km from the user’s location.
However, the number of clicked businesses within a 2-km radius

from user’s location, is lower for the state of CA and significantly
lower for the state of TX. Even more astounding is the comparison
between Figures 2(a) and 2(b), that shows that mobile users in the
state of MA tradeoff distance and business popularity in a different
way than people across the US.

4.2 Variation Across States
Figure 3 provides deeper insight on how much distance mobile

users are willing to travel and how this distance varies across dif-
ferent states. Surprisingly, only 12.5% of the mobile queries across
the US result into clicking a business that is within a 1-km radius
of the user’s location. Looking at individual states, only 10% of
the queries in the state of TX result into clicking a business within
1km of user’s location. However, this percentage doubles (20%)
when considering the sate of NY. The gap across states increases as
the distance increases. For instance, the percentage of queries that
results in a business click within 5km of user’s location is 56% in
NY; approximately 32% higher than TX (42.5%). In other words,
mobile users in the state of NY are willing to travel shorter dis-
tances when compared with users in the state of TX. These differ-
ences could be caused, among others, by the geographical differ-
ences between Manhattan and TX. Given the heavy traffic condi-
tions in Manhattan and the excellent subway network, mobile users
in Manhattan are more likely to want to travel a short distance.
On the other hand, mobile users in TX that have easy access to a
well built highway networks might be more willing to travel longer
distances to visit a business. A click prediction model that can ef-
fectively capture this information can have the flexibility to provide
more location-aware, and thus more accurate, click predictions.

4.3 Variation Across Zip Codes
To quantify the variation across zip codes, we grouped the

queries for every state based on the zip code that they originated
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Figure 5: The fraction of queries where the zip codes of the query and the clicked business match. A value of 1 means that all the
queries from the given zip code resulted into clicking businesses in a different zip code. The histogram at the bottom part of the
figure shows the normalized population density for the given zip code across all zip codes.

from and computed the average traveling distance for every zip
code. Figure 4 shows the CDF of the average traveling distance
across zip codes for 6 representative states and the US. At a high
level, users click on businesses within 5km from their location from
only 5% of the zip codes. Conversely, for 30% of the zip codes,
mobile users tend to click on businesses that are more than 20km
away from their current location. The average traveling distance
for the remaining 65% of the zip codes varies significantly across
states. For instance, the percentage of zip codes in the state of TX
where the average distance is less than 20km is 60%, as opposed
to 82% for the state of CA. This difference represents a gap of ap-
proximately 37% across states (60% vs. 82%), indicating that even
at the zip code level granularity mobile users exhibit different click
behaviors.

Figure 5 sheds more light on the variation across zip codes. For
every zip code we compute the self-sufficiency value, that is the
fraction of queries where the query and clicked business zip codes
are different. A value of 0 on the y-axis means that all the queries
from the given zip code resulted into clicking businesses in the
same zip code, and therefore we call that zip code self-sufficient.
A value of 1 means that all the queries from that zip code resulted
into clicking businesses in a different zip code and therefore we
call that zip code self-insufficient. Figure 5 shows a clear segmen-
tation of zip codes. Approximately 35% of the zip codes across
the US are self-insufficient, while only 5% of the zip codes are
self-sufficient. The rest 60% of the zip codes have a self-sufficient
value between 0 and 1, with the majority having a value above 0.7.
In other words, mobile users are willing to move away from their
immediate vicinity in about 70% of the zip codes across the US.

In addition, the distribution of zip codes in terms of their self-
sufficient value varies across states. For instance, in the state of TX,
40% of the zip codes are self-insufficient, while in California less
than 20% of the zip codes are self-insufficient. Figure 5 also shows
the normalized population density for each zip code. From the in-

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0.4

 0.45

WA CA AZ TX MA

Pr
ec

is
io

n@
R

ec
al

l =
 0

.8

States (Test Data)

State Model
US Model
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dividual states figures, it is apparent that zip codes with low pop-
ulation density are usually self-sufficient or self-insufficient. How-
ever, Figure 5(a) suggests that about 25% of the self-insufficient zip
codes across the US exhibit medium to high population densities.

Figures 4 and 5 show clearly that mobile click behavior varies
at the zip code level across states as well as within a state. Thus,
knowing the zip code from where a query originated from, can pro-
vide significant insight on how to answer the query.

4.4 The Effect of Location on Click Prediction
Accuracy

To quantify the impact of our findings on the local search click
prediction accuracy, we leveraged the MART training tool, de-
scribed in Section 3.2, to train, validate and test different click pre-
diction models on the recorded search log data.

Using the query volume from 5 representative states, a local
search click prediction model was trained for every state. In a sim-
ilar way, a US click prediction model was trained using the search
log data across the whole US. To quantify how differently these
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Figure 7: (a) Feature importance and (b) Precision performance for the US and 5 representative state models with and without the
proposed location-aware features. All models were evaluated against the test dataset of each state (x-axis).

models perform across locations, we applied both the US and state
models on each state’s test dataset.

The results are shown in Figure 6. The state models consistently
achieve higher Precision compared to the US model indicating the
importance of location context. The increase in Precision by the
use of state models varies anywhere from 0.4% to 47% depending
on the individual state. In general, the state models for the states
for which click behavior is similar to the click behavior across the
whole US (i.e., TX and CA states as shown in Figure 2) achieve
minor or modest Precision improvements (0.4% and 4.8% respec-
tively). On the other hand, states for which click behavior is signif-
icantly different than that across the US (i.e., MA state as shown in
Figure 2), the increase in Precision can be as high as 47%.

Table 2 provides more insight on the performance of models at
different levels of location granularity by comparing the achieved
Precision for different Recall values. Columns 2 and 4 in Table
2 show that the state model achieves on average 3%, 6%, 11%,
and 13% higher Precision than the US model for a Recall value of
0.5, 0.6, 0.7, and 0.8 respectively. Only in the case of CA and TX
states (that according to Figure 2 share the same click behavior as
the whole US) and for high Recall values, the US and state mod-
els achieve identical Precision. Overall, simply training models at
the state level, can provide significant improvement in Precision
performance indicating the impact of location content in click pre-
diction.

5. LOCATION-AWARE CLICK PREDIC-
TION

To effectively capture the variance of mobile click behavior
across locations, we propose and evaluate two different approaches:
implicit and explicit location-aware modeling. In the case of im-
plicit location-aware modeling, we train a single click prediction
model for the whole US but we augment the feature set described
in Section 3.2 with new location-aware features. In the case of ex-
plicit location-aware modeling, we still expand the feature space
with the same location-dependent features, but this time a different
click prediction model is built for every state or even city (given
that it generates a high-enough search log volume (e.g. Manhattan,
NY)).

Based on the analysis presented in the previous sections we in-
troduce 5 new location-aware features:

1. Self-sufficiency value of the zip code the query originated
from.

2. Average traveling distance within the zip code where the
query originated from.

Model(Features)
(B): Basic Features, (P): Proposed Features

Recall Value WA(B) WA(B+P) US(B) US(B+P)

50% 0.509 0.52 0.485 0.5

60% 0.434 0.462 0.42 0.44

70% 0.35 0.401 0.326 0.375

80% 0.304 0.33 0.29 0.301

MA(B) MA(B+P) US(B) US(B+P)

50% 0.47 0.47 0.436 0.437

60% 0.434 0.432 0.355 0.36

70% 0.389 0.387 0.276 0.29

80% 0.36 0.36 0.245 0.251

AZ(B) AZ(B+P) US(B) US(B+P)

50% 0.37 0.371 0.369 0.378

60% 0.325 0.328 0.317 0.32

70% 0.272 0.273 0.26 0.267

80% 0.244 0.245 0.225 0.23

CA(B) CA(B+P) US(B) US(B+P)

50% 0.43 0.43 0.427 0.43

60% 0.349 0.369 0.349 0.36

70% 0.294 0.297 0.294 0.3

80% 0.285 0.285 0.272 0.285

TX(B) TX(B+P) US(B) US(B+P)

50% 0.423 0.423 0.415 0.42

60% 0.346 0.37 0.335 0.36

70% 0.28 0.322 0.28 0.33

80% 0.261 0.293 0.26 0.305

Table 2: Precision for different Recall values for the state and
US models with and without the proposed location-aware fea-
tures in the case of 5 representative states in the US.

3. Standard deviation of the distance within the zip code where
the query originated from.

4. Population density of the zip code where the query originated
from.

5. Fraction of the state’s query volume generated from the zip
code the query originated from.

Note that all the features introduced encode information about
the zip code where the query originated from. Providing these fea-
tures can guide the training process to identify local properties at
the zip code level and properly capture variance across zip codes
in the trained model. Also, by training individual state models, we
explicitly take into account the variance across states.

Figure 7 shows the results for both implicit and explicit location-
aware modeling. Figure 7(a) shows the relative feature impor-
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Figure 8: Precision achieved (for Recall=0.5) by models at
the city, state and country levels for 4 representative high
query volume cities. All models were evaluated against the test
dataset of each city.

tance reported by the MART tool for every input feature across
all state models and the US model. All the proposed location-
dependent features are leveraged in the training process across all
models. As expected, features such as the traveling distance still
remain the most important features in terms of click prediction.
However, location-dependent features are shown to be more impor-
tant than temporal features such as the time window, or the week-
day/weekend feature that have been previously shown to have a sig-
nificant impact on mobile click prediction [14, 1, 6]. Furthermore,
even though the feature importance trends are similar across all
models, the importance of each location-dependent feature varies
across different state models demonstrating the variance in mobile
click behavior across locations.

Figure 7(b) shows the Precision achieved by the state and US
models on the state’s test dataset for all 5 states. To facilitate the
discussion, we also show the Precision achieved by the state and
the US models when none of the proposed location-dependent fea-
tures is used. When examining the US model’s performance across
states, the use of location-dependent features leads to a Precision
improvement that lies anywhere between 2.2% (AZ test dataset)
and 17% (TX test dataset) depending on the state considered. When
examining the performance of individual state models, the Preci-
sion improvement varies between 0% (CA and MA test datasets)
and 12% (TX test dataset) when the proposed location-dependent
features are used. Comparatively, the Precision performance of
state click prediction models is anywhere between 6.5% (AZ state)
and 43.4% (MA state) better when compared to the US model, and
when both basic and proposed features are leveraged. The only
exception are the CA and TX states, for which similar Precision is
achieved for both the state and US models when all the features are
leveraged. This is expected given the similarity of click behavior in
these states and across the US (Figure 2).

Most importantly, the Precision achieved by the state model
when both basic and proposed features are used is significantly
higher compared to the US model that leverages only the basic fea-
tures and represents the current state-of-the-art approach. In par-
ticular, the improvement in Precision performance is anywhere be-
tween 4.8% (CA state) and 46.7% (MA state).

Note that the introduced location-dependent features have
greater impact on the US model (implicit location-aware training)
when compared to individual state models (explicit location-aware
training). This trend is expected since the latter modeling method-
ology already leverages the location context by explicitly training
different models for every state.

Table 2 quantifies in more detail the effect of the proposed
location-dependent features on the Precision/Recall performance
of the state and US models for the 5 representative states in Fig-

Model
Recall Value Manhattan NY US

50% 0.342 0.334 0.291

60% 0.33 0.284 0.281

70% 0.32 0.262 0.282

80% 0.295 0.262 0.263

Model
Seattle WA US

50% 0.401 0.43 0.404

60% 0.35 0.365 0.355

70% 0.32 0.281 0.302

80% 0.281 0.252 0.26

Model
Redmond WA US

50% 0.385 0.42 0.41

60% 0.335 0.34 0.354

70% 0.278 0.245 0.263

80% 0.21 0.135 0.15

Model
San Diego CA US

50% 0.3 0.36 0.344

60% 0.258 0.329 0.265

70% 0.233 0.267 0.201

80% 0.214 0.238 0.211

Table 3: Precision for different Recall values for the city, state,
and US models in the case of 4 representative high query vol-
ume cities. Each model was applied on the test dataset of the
individual city.

ure 7(b). Columns 3 and 5 in Table 2 show that both the state and
US models achieve consistently higher Precision for a given Re-
call value when leveraging the proposed location-dependent fea-
tures. Specifically, in the case of WA state’s dataset, state model’s
Precision increases anywhere between 2.2% and 14.6%, while
US model’s Precision increases anywhere between 3% and 15%,
demonstrating the importance of the proposed features. In addi-
tion, columns 3 and 4 show the improvement of leveraging models
at the state level and incorporating the proposed location-aware fea-
tures. Depending on the state and Recall value, an improvement of
anywhere between 0.5% and 46.7% in Precision is achieved when
compared to the Precision achieved by the US model when only the
set of basic features is leveraged.

5.1 City-level Modeling
Training click prediction models at lower levels of location gran-

ularity can be extremely challenging due to data sparsity and data
over-fitting problems. Even though the search log data provide
a good indication of high volume areas within a state that one
can successfully train click predictions models, the performance
of these models might not be the best possible. For instance, Fig-
ure 8 shows the Precision performance of models at the city, state,
and country levels for 4 of the cities that were among the highest
query volume producing cities in the dataset. Surprisingly, city-
level models don’t always achieve the best Precision. Similar trends
can also be seen in Table 3 where the Precision/Recall performance
of the city, state and US models are shown on the test dataset of a
representative set of cities. Different models achieve the highest
Precision across different Recall values.

This observation can be explained by the fact that location-
independent features, such as the position of a business in the
search results list, are among the most important features during
click prediction (Figure 7(a)). When we train models at lower lev-
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Figure 9: Relative percentage of correctly predicted queries per zip code. A positive value, say 0.5, indicates that the state model is
able to successfully predict 50% more clicks at the given zip code when compared to the US model. Conversely, a negative value, say
−0.5, indicates that the state model is able to successfully predict 50% fewer clicks at the given zip code when compared to the state
model. The histogram at the bottom part of the figure shows the normalized query volume for the given zip code across all zip codes.

els of location granularity (e.g., city level), we enable better mod-
eling of the location-aware features. However, because the vol-
ume of data available for training is naturally lower at lower lev-
els of granularity (e.g. city-level vs. state level), the modeling of
location-independent features might not be as accurate as when
data a coarser level of location granularity is used. Given that
location-independent features are significantly more important than
location-dependent features (Figure 7), it is possible that models at
the city level can achieve worse click prediction.

Even though Figure 8 suggests that city-level click prediction
models are ineffective, this is not the case. As we show in the next
sections, city-level models are valuable when applied intelligently
on the test dataset.

5.2 Leveraging Multiple Models at Run-time
Our data analysis so far has shown that training models at the

state level and leveraging the proposed location-dependent features,
allows for singificantly more accurate click prediction in mobile
local search.

However, a more careful comparison of Precision performance
results in Figure 7, and in Table 3 indicates an interesting incon-
sistency. According to Figure 7 the click prediction of state-level
models is consistently better than the click prediction of the US
model. However, Table 3 suggests that this is not true when ex-
amining subsets of a state’s test dataset. For instance, even though
the WA state model achieves the best Precision on the state’s test
dataset, in the case of Redmond, the US model is able to achieve
lower Precision compared to the WA state model. This inconsis-

tency indicates that the relative performance of the models might
be different across locations even within a state.

Motivated by the observed variance across zip codes in Section
4 and to further investigate this inconsistency, we study the click
prediction performance for every model at the zip code level. In
particular, for every state and for both the state and US models 2,
we compute the percentage of correctly predicted clicks for every
zip code that appears in the test dataset. Figure 9 shows the rel-
ative percentage of correctly predicted clicks at the zip code level
for 4 representative state datasets. A positive value, say 0.5, indi-
cates that the state model is able to successfully predict 50% more
clicks at the given zip code when compared to the US model. Con-
versely, a negative value, say −0.5, indicates that the state model is
able to successfully predict 50% fewer clicks at the given zip code
when compared to the state model. Surprisingly, for the queries
that originate from approximately 80% of the zip codes the state
and US models exhibit very similar performance. However, for
approximately 10% of the zip codes, the state model can success-
fully predict up to 60% more clicks, while for another 10% of the
zip codes, the US model can successfully predict up to 40% more
clicks.

As a result, in order to achieve the highest number of success-
ful click predictions (and thus the highest Precision) over a state’s
dataset, we would like to apply the state model only on these zip
codes for which it can successfully predict more clicks than the US
model (these are the zip codes with positive relative percentage val-

2The exact same trends apply when considering other combina-
tions of models such as city and state models, or city and country
models. The results are not shown due to space constraints.
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Figure 10: A mapping between zip codes and click prediction
models at different levels of location granularity is automati-
cally learned from the search logs.

ues in Figure 9). Similarly, the US model should only be applied
on these zip codes for which it can successfully predict more clicks
than the state model (these are the zip codes with negative relative
percentage values in Figure 9). As Figure 9 suggests such a map-
ping between zip codes and click prediction models exists, and can
be automatically learned from the mobile search logs.

Based on this observation, we implement a data-driven technique
for leveraging multiple models at different levels of location gran-
ularity. The proposed scheme is described in Figure 10. Initially,
the search logs are geographically segmented to different datasets;
one for each state. At the same time the search log data across
the US, individual states, and high query volume cities are used to
train click prediction models at the country, state and city levels.
The click prediction models available for a given state (country,
state and available city models) are evaluated against the dataset of
the state. By computing and comparing the click prediction accu-
racy for each model at the zip code level (similarly to Figure 9),
we create a mapping between zip codes and models so that each
zip code is associated to the model that achieves the highest click
prediction accuracy on this zip code’s query trace. When a query
is submitted at run time, we leverage the learnt mapping to choose
the appropriate model to use based on the zip code that the input
query originates from.

5.3 Evaluation
The performance of the approach described in Figure 10 depends

heavily on the ability to accurately learn the mapping between zip
codes and click prediction models. To evaluate the effectiveness
and stability of the approach, we perform a 10-fold cross validation
on the mobile search log dataset.

Each dataset is split to 10 different collections of training,
validation and test datasets with the data volume ratio being
70%:20%:10% respectively. For each collection of training, val-
idation and test data, we leverage the training data to automatically
learn the mapping between models and zip codes as described in

Model
WA US Combo

50% 0.455 0.41 0.457

60% 0.4 0.351 0.405

70% 0.347 0.292 0.348

80% 0.29 0.253 0.29

MA US Combo

50% 0.444 0.351 0.445

60% 0.418 0.29 0.418

70% 0.392 0.257 0.391

80% 0.365 0.245 0.364

AZ US Combo

50% 0.372 0.339 0.38

60% 0.33 0.295 0.34

70% 0.29 0.255 0.293

80% 0.272 0.223 0.272

CA US Combo

50% 0.367 0.365 0.37

60% 0.315 0.298 0.32

70% 0.266 0.256 0.27

80% 0.235 0.234 0.235

TX US Combo

50% 0.365 0.365 0.375

60% 0.311 0.31 0.32

70% 0.274 0.272 0.281

80% 0.25 0.25 0.26

Table 4: Precision for different Recall values for the state, US,
and combination of city, state and country models (Combo) on
the test datasets of 5 representative states.

the previous section (Figure 10). Then, we leverage the learnt map-
ping to properly apply the trained models on the actual test dataset.

The click prediction models were generated once and indepen-
dently of the 10-fold cross validation experiments. We trained mod-
els at the country, state and city levels using the corresponding seg-
ments of the search log data and splitting them into 70% training,
20% validation and 10% test data. All models leverage both the ba-
sic set of 5 features described in Section 3.2 as well as the location-
dependent features introduced in Section 5. For each experiment,
we report the Precision/Recall performance for every model and
test dataset combination.

Table 4 shows the achieved Precision for different Recall values
that the state, US and the combination of state, US and city mod-
els achieve for 5 representative states’ test datasets. Consistently
across all Recall values and test datasets, the US model achieves
the lowest Precision. When compared to the US model, the Preci-
sion achieved by the combo model is anywhere between 0.5% (CA
@ Recall=0.8) and 52% (MA @ Recall=0.7) higher. On average,
across all states and recall values, the combo model achieves 16%
higher Precision compared to the US model.

When compared to the state model, the Precision improvement
that the combo model achieves is more modest. On average, across
all states and Recall values, the combo model achieves 1.2% higher
Precision compared to the state model. Note that this improvement
is additional to the one introduced by the location-dependent fea-
tures that was quantified in Table 2. For individual states, such as
AZ and TX, the Precision improvement is on average 2.5%, while
for other states, such as MA, the combination of models at run time
seems to have a negligible effect. This is expected given that the
performance of the US model in the MA state’s test dataset has been
drastically lower compared to the state model’s performance (Table
2). In this case, the performance of the state model dominates the
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performance of the other models, causing the combo model to be-
come very similar to the state model.

6. RELATED WORK
Search logs have been studied extensively in the past for web

search query profiling [3, 10, 11, 21, 2, 12, 13], topic or result
clustering [18] and query intent detection [9, 15, 19].

The analysis closest to our work is the one on web search query
profiling [3, 10, 11, 21, 2, 12, 13]. These efforts have analyzed
search query volumes that vary from hundreds of thousands to sev-
eral tenths of millions of queries across the US, Canada, Europe,
and Asia. However, these efforts mainly focus on analyzing mo-
bile web search trends such as repeatability of queries across users,
length of queries and types of queries submitted. Few of these
search log analysis efforts [10, 21] have provided insight about mo-
bile local search, but only in terms of reporting the breakdown of
business types that mobile users typically click on. Our work is
among the first to analyze millions of mobile local search queries
to understand how mobile users click on local businesses and how
their click behavior varies across locations. In addition, our work
goes beyond reporting general statistics. We propose new location-
aware features to capture the variance of mobile click behavior
across locations and quantify their impact in click prediction by
leveraging state-of-the-art learning techniques.

In [19], Weber and Castillo show how demographic information
can be leveraged to improve web search relevance and query sug-
gestions. Conversely to [19], our work focuses on mobile local
search, and most importantly, it goes beyond incorporating demo-
graphics into the ranking process and studies the variability of mo-
bile local click behavior across locations.

Close, but complimentary to our work, is the work presented in
[14]. Lane et al. analyzed approximately 80, 000 queries in the
state of WA to understand how the context of a mobile query (i.e.
traveling distance, business popularity, time, weather etc.) affects
the quality of business ranking. They propose a set of context-
aware features (several of these features were included in the basic
set of features used in our experiments) and demonstrate their ef-
fectiveness by training click prediction models and evaluating them
against real user query traces. Our work differs in two ways. First,
we analyze mobile local search logs across the whole US and not
within a specific state, and report on how mobile click behavior
varies across locations. Second, we propose and evaluate new fea-
tures that can efficiently capture the variance of mobile click behav-
ior across locations in the click prediction models. This is some-
thing that the work in [14] does not focus on.

Researchers in the area of mobile context-aware systems have
also performed user studies to highlight the importance of context
in mobile local search. Amin et al. [1] and Froehlich et al. [6]
highlight the importance of temporal context as well as the strong
correlation between traveling distance and business popularity in
mobile local search through long term user studies. In addition,
Issaacman et al. [8] analyze call logs to understand specific aspects
of mobile behavior across locations. In particular, they demonstrate
that mobile users’ behavior varies across locations by comparing
the traveling distance of AT&T cellular customers in Manhattan
and Los Angeles. However, none of these efforts has explicitly
studied and quantified how mobile click behavior changes across
locations, let alone evaluate its impact on click prediction models.

7. CONCLUSIONS
We have presented an in-depth analysis of mobile local search

click behavior across the US. Our contributions were threefold.

First, we analyzed 2 million local search queries to better under-
stand mobile local search click behavior and to quantify how this
behavior varies across locations. Second, based on our analysis
we proposed a set of location-aware features to efficiently capture
the variance of mobile click behavior across locations in the click
prediction model. By leveraging these features and training mod-
els at different levels of location granularity, we showed, using real
query traces, that Precision can be improved anywhere from 5% up
to 47% across states. Third, we demonstrated that mobile search
logs can be used to extract a model mapping at the zip code level
that can guide, at run time, the application of multiple models at
different levels of location granularity. By applying this approach
on real query traces, we showed that Precision can be additionally
improved by up to 4%.
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